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1. Introduction 

Among all applications of face recognition systems, surveillance is one of the most 
challenging ones. In such an application, the goal is to detect known criminals in crowded 
environments, like airports or train stations. Some attempts have been made, like those of 
Tokio (Engadget, 2006) or Mainz (Deutsche Welle, 2006), with limited success. 
 
The first task to be carried out in an automatic surveillance system involves the detection of 
all the faces in the images taken by the video cameras. Current face detection algorithms are 
highly reliable and thus, they will not be the focus of our work. Some of the best performing 
examples are the Viola-Jones algorithm (Viola & Jones, 2004) or the Schneiderman-Kanade 
algorithm (Schneiderman & Kanade, 2000). 
 
The second task to be carried out involves the comparison of all detected faces among the 
database of known criminals. The ideal behaviour of an automatic system performing this 
task would be to get a 100% correct identification rate, but this behaviour is far from the 
capabilities of current face recognition algorithms. Assuming that there will be false 
identifications, supervised surveillance systems seem to be the most realistic option: the 
automatic system issues an alarm whenever it detects a possible match with a criminal, and 
a human decides whether it is a false alarm or not. Figure 1 shows an example. 
 
However, even in a supervised scenario the requirements for the face recognition algorithm 
are extremely high: the false alarm rate must be low enough as to allow the human operator 
to cope with it; and the percentage of undetected criminals must be kept to a minimum in 
order to ensure security. Fulfilling both requirements at the same time is the main challenge, 
as a reduction in false alarm rate usually implies an increase of the percentage of undetected 
criminals. 
 
We propose a novel face recognition system based in the use of interest point detectors and 
local descriptors. In order to check the performances of our system, and particularly its 
performances in a surveillance application, we present experimental results in terms of 
Receiver Operating Characteristic curves or ROC curves. From the experimental results, it 
becomes clear that our system outperforms classical appearance based approaches. 
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Fig. 1. Example of a supervised surveillance system. 

 
2. Previous approaches 

Classical face recognition systems are based on global appearance-based methods: PCA or 
Principal Component Analysis has been used by (Kirby & Sirovich, 1990) and (Turk & 
Pentland, 1991); ICA, or Independent Component Analysis has been used by (Bartlett et al., 
2002), (Draper et al., 2003) and (Liu, 2004). Finally, LDA or Linear Discriminant Analysis has 
been used by (Belhumeur et al., 2002). 
 
As an alternative to appearance-based methods, local description methods are currently an 
area of active research in the face recognition field. From Lowe’s work on object recognition 
using SIFT (Scale Invariant Feature Transform) descriptors (Lowe, 2004), multiple authors 
have applied such descriptors in other fields, like robot navigation (Se et al., 2001), scene 
classification (Pham et al., 2007), and also face recognition. 
 
Some of the main contributions using SIFT descriptors for face recognition will be briefly 
described: Lowe (Lowe, 2000) presents a similar scheme to that of object recognition, but 
does not address the problem of face authentication. Sivic (Sivic et al., 2005) combines PCA 
and SIFT: PCA is used to locate eyes, nose and mouth; while SIFT descriptors are used to 
describe fixed-sized areas around such points. Finally, Bicego (Bicego et al., 2006) measures 
the distance between two faces as the distance of the best matching pair of descriptors, in 
some cases using previous knowledge about the location of eyes and mouth. 
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The goal of our work is to propose a new distance measure in order to exploit the potential 
of SIFT descriptors in the face recognition field. 

 
3. Interest point detection 

Interest point detectors try to select the most descriptive areas of a given image. Ideally, 
given multiple images of the same object or person, under different lighting, scale, 
orientation, view angle, etc., a perfect algorithm would find exactly the same interest points 
across all images. 
 
In the field of face recognition, although invariance to orientation and view angle are 
necessary, images that are useful for face recognition always present the user from the 
similar angles (usually, facing the camera) and orientations (standing up). Possible view 
angles and orientations are expected to be within a 30 degree range, approximately. Interest 
point detectors that allow much higher ranges of variation are not necessary and more 
simple, faster detectors would be preferred instead. 
 
In that sense, affine invariant detectors, like those detailed in (Alvarez & Morales, 1997), 
(Baumberg, 2000) or (Mikolajczyk & Schmid, 2004) are not considered for our work. We 
have made experiments with two more simple detectors: Harris-Laplace (Mikolajczyk & 
Schmid, 2004) and Difference of Gaussian (Lowe, 2004). 
 
The Harris-Laplace detector is a scale-invariant version of the well-known Harris corner 
detector (Harris & Stephens, 1988) and looks for corners or junctions in the images. On the 
other side, the Difference of Gaussian detector (DoG) is an approximation to the Laplacian 
of Gaussian operator, and looks for blob-like areas in images. Both detectors have been 
widely used in the object recognition field and they are highly reliable. In figure 2 we show 
the interest points found by each of these detectors over the same image (the diameter of the 
circle is represents the scale of the detected interest area). 
 

    DoG detector                            Harris−Laplace detector

 
Fig. 2. Output of Harris-Laplace and DoG interest point detectors. 
 
It becomes clear that each detector looks for specific image areas, and that, depending on the 
particular application, one of them should be preferred. In the case of face recognition, both 



Face Recognition90

 

sets of interest points seem to be relevant for describing faces, so our option has been to 
keep all interest points found by both detectors. The goal is to obtain as much information as 
possible from each image. 

 
4. Interest point description 

Once interest points are detected, their surrounding area must be encoded or described by a 
distinctive feature. Ideally, features should be invariant to lighting, scale, orientation, view 
angle, etc. At the same time, those features should be unique, in the sense that a different 
area of the object (or face), a different object, or a different person would be distinguishable. 
 
In (Mikolajczyk & Schmid, 2005) a detailed comparison of local descriptors is carried out. 
The conclusion is that  SIFT (Lowe, 2004) and other SIFT-like descriptors, like PCA-SIFT (Ke 
& Sukthankar, 2004) or GLOH (Mikolajczyk & Schmid, 2005) give the best results 
throughout all tests. We will briefly describe some of these descriptors. 
 
Basically, in SIFT descriptors, the neighbourhood of the interest point, scaled accordingly to 
the detector information, is described as a set of orientation histograms computed from the 
gradient image. SIFT descriptors are invariant to scale, rotation, lighting and viewpoint 
change (in a narrow range). The most common implementation uses 16 histograms of 8 bins 
(8 orientations), which gives a 128 dimensional descriptor. 
 
PCA-SIFT descriptor is also based on the gradient image, the main difference with SIFT 
being the further compression using PCA. The uncompressed dimension of the descriptor is 
3042 (39x39), which is reduced to 36 after applying PCA. The authors claim improved 
accuracy and faster matching, but these performance improvements are not consistent 
throughout all tests, as it is shown in (Mikolajczyk & Schmid, 2005). 
 
GLOH stands for Gradient Location-Orientation Histogram. It is also a SIFT-based 
descriptor, with modified location grids (both polar and Cartesian location grids are 
considered) and a further PCA compression of the information, which keeps the 128 largest 
eigenvectors (the dimension of the uncompressed descriptor is 272). GLOH outperforms 
SIFT in certain situations, with structured scenes and high viewpoint changes. However, 
such situations are not common in a face recognition scenario. 
 
Recently, the SURF or Speeded Up Robust Features descriptor (Bay et al., 2006) has 
appeared as an alternative to SIFT. Its main advantage is its fastest computation, while 
keeping a high descriptive power. It is partially inspired by SIFT, but instead of using the 
gradient image, it computes first order Haar wavelet responses. Additionally, the use of 
integral images is the key factor for fast computation. So far, we have not performed tests 
with the SURF descriptor, so we cannot affirm its validity for face recognition applications.  
 
Finally, LESH or Local Energy based Shape Histogram descriptor (Sarfraz & Hellwich, 
2008), has been specifically designed for face recognition applications. Its goal is to encode 
the underlying shape present in the image. Basically, the descriptor is a concatenation of 
histograms obtained by accumulating local energy along several filter orientations. 
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However, it is focused in pose estimation, so it addresses a different problem to that of our 
work. 
 
In conclusion, we decided to describe each face image with SIFT descriptors computed at all 
the interest points found by the Harris-Laplace and the DoG detectors.  

 
5. Similarity between two face images 

Once we have represented all face images as a set of interest points and their corresponding 
descriptions, the next step to be carried out is the definition of a similarity measure between 
two face images, in order to be able to decide whether such images correspond to the same 
person or not. 
 
The simplest approach is to obtain the best possible correspondence between the interest 
points of both images (according to the values of their SIFT descriptors) and to compute 
Euclidean distances between each pair of corresponding points. However, according to 
Lowe’s work (Lowe, 2004), SIFT descriptors must be used in a slightly different way: in 
order to decide whether two points in two different images correspond or not, the absolute 
value of the Euclidean distance is not reliable; what should be used instead is the ratio 
between the best match and the second best match. Briefly, for each point of the first image, 
the best and second best matching points of the second image must be found: if the first 
match is much better than the second one (as measured by the ratio between SIFT 
differences) the points are likely to correspond. Eq. 1 shows how to apply such condition, 
where points B and C in image2 are the best and second best matches, respectively, for point 
A in image1. 
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We have used such approach in order to compute the number of corresponding points 
between two images, such a number being our first measure of similarity between the 
images. In our notation, the number of matching points between images A and B, according 
to the descriptor values is MDAB. 
 
Even though we compute similarity according to Lowe’s recommendations, the number of 
correct matches is not completely reliable as a measure of similarity. We have added two 
extra measures in order to increase the robustness of our system. 
 
The first extra measure is obtained by computing the number of corresponding points that 
are coherent in terms of scale and orientation: every detected point output by the Harris-
Laplace of DoG detectors has an associated scale and orientation. Scale and orientation may 
be different between images, even if they belong to the same person, but such difference 
must be coherent across all matching points. Our second measure of similarity is the 
number of matching points coherent in terms of scale and orientation (a simple Hough 
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transform is used to obtain the maximum number of points fulfilling this condition). We will 
refer to this extra measure as MSOAB. 
 
The second extra measure is obtained by imposing an additional restriction: the coherence in 
terms of relative location of corresponding points. Theoretically, the relative location of all 
matching points must be similar between two images, even if there are scale, rotation and 
viewpoint changes between them. We will consider a general affine transformation between 
images for the sake of simplicity (since faces are not planar, high viewpoint changes cannot 
be represented by affine transformations). The number of points coherent in the parameters 
of the transformation will be our third measure of similarity. We will use MRLAB to refer to 
this measure. 
 
Obviously, whenever an additional restriction is imposed, the robustness of the measure is 
increased, so the second extra measure is the most robust one, followed by the first extra 
measure and by the original one. In order to compare whether a certain image A is more 
similar to image B or to image C (i.e., we are trying to classify image A as belonging to 
subject B or subject C), the decision tree of Fig. 3 should be used: 

 
Fig. 3. Decision tree for the classification of image A as belonging to subjects B or C. 
 
Even though a decision tree representation is valid for a classification problem, it cannot be 
used in an authentication application, where a threshold must be fixed. In order to cope also 
with such applications, we propose a simple distance measure M (see eq. 2) that combines 
MRL, MSO and MD, giving MRL a weight one order of magnitude above MSO and two 
orders of magnitude above MD. 
 

MAB = MDAB + 10MSOAB +100MRLAB (2) 
In our experiments, such simple distance measure has shown to give the same results as the 
decision tree of Fig. 3. 
 

 

MRLAB - MRLAC 

MSOAB - MSOAC 

MDAB - MDAC 

B C 
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B C 
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6. Experimental results 

6.1 Databases and baseline used for the evaluation 
We have selected two different databases for the evaluation of our face recognition 
algorithm. The first one is the well-known AT&T database (Samaria, 1994)(AT&T, 2002); and 
the second one the LFW or Labelled Faces in the Wild database (Huang et al., 
2007)(University of Massachusetts, 2007). 
 
The AT&T database contains 40 subjects, each of one described by 10 frontal face images. All 
images were taken under controlled conditions of lighting, distance to the camera, etc. The 
main differences between shots are facial expression, and slight orientation and viewpoint 
changes. 
 
The LFW database contains 5749 subjects, described by a number of images that ranges from 
1 to 530. All images have been obtained from the World Wide Web, manually labelled and 
cropped using the Viola-Jones face detector. Variability between images of the same subject 
is much higher than that of the AT&T database, thus making LFW more challenging for a 
face recognition application. For our tests, we have selected a subset containing the 158 
subjects described by at least 10 images, and we have kept only the first 10 images of each 
subject. 
 
As the baseline for our evaluation, we have selected the classic PCA approach to face 
recognition. We have decided to use PCA because other similar approaches like ICA or LDA 
have not proved to perform better. In particular in one of our previous papers (Vicente et al., 
2007) we showed the equivalence of PCA and ICA under restrictions such as the use of 
rotational invariant classifiers. 

 
6.2 Results 
As the goal of our paper is to evaluate our face recognition method for surveillance 
applications, we have decided to use ROC curves for showing our experimental results. The 
main idea is to express the relationship between false alarm rates and percentage of 
undetected criminals. As both databases (AT&T and the LFW subset we are using) share the 
same structure of 10 images per subject, in both cases we used 4 subjects for training and the 
remaining 6 subjects for testing. Every test image was compared to all training images of all 
subjects, the global distance to a subject being computed as the minimum across the 4 
training images of such subject (we performed some tests using the mean distance for all 
training images of the subject, but the results were worse). 
 
First, we performed some experiments in order to adjust our algorithm for the best overall 
results. The main parameter to tune was the threshold for accepting or rejecting matches 
between interest points of two different images (see Eq. 1). We carried out tests with both 
databases (AT&T and LFW) and with thresholds ranging from 0.60 (the most restrictive) to 
1.00 (the less restrictive, all matches are accepted). 
 
Figure 4 shows the results obtained with the AT&T database. The left plot shows the full 
ROC curve, where the different experiments are almost indistinguishable. All of them show 
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close to ideal behaviours, as it was expected for such database, were all images were taken 
under controlled conditions. In order to show the differences between the experiments, the 
right plot shows a scaled detail of the upper left area of the ROC curve. However, all values 
of the threshold seem to perform similarly and no conclusions can be drawn. 
Figure 5 shows the results obtained for the LFW database. In this case, we performed two 
different experiments. For the first one (left plot), we used the first four images of each 
subject as training images, keeping the original image order of the database. The results 
show clearly that the LFW database is much more challenging for a face recognition 
algorithm, with ROC curves far from the ideal ones. The main reason is the high variability 
between images of the same subject. For the second experiment (right plot) we decided to 
rearrange the database, so that the best four images of each subject were selected as training 
data. Such rearrangement makes the experiment more realistic, since in a real surveillance 
application training images (taken under controlled conditions) usually have higher quality 
than test images (taken under uncontrolled conditions, in real time). Anyway, the results are 
similar in both experiments. 
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Fig. 4. AT&T database: experiments with different thresholds 
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Fig. 5. LFW database: experiments with different thresholds 
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Fig. 5. LFW database: experiments with different thresholds 

 

Concerning the threshold values, both plots of figure 5 show similar behaviours: the results 
improve as the threshold is reduced, up to a certain point where differences are small (in the 
range from 0.8 to 0.6). A threshold value of 0.6 seems to perform slightly better than the 
other settings, so we kept this value for further experiments. 
 
Once the threshold was fixed, we performed several comparisons between our algorithm 
and the PCA baseline, working with the same databases. Figure 6 shows the results 
obtained for the AT&T database (left plot) and the LFW database (right plot). Our method 
clearly outperforms PCA throughout the ROC curve for both databases. 
 
The left plot of figure 7 shows the comparison between PCA and our method for the 
rearranged version of LFW database (the 4 best images are used for training). There is a 
slight increase in the performances of both PCA and SIFT, but our method is still clearly 
superior. Finally, the right plot of figure 7 shows a further experiment: we sorted the 6 test 
images of LFW for each subject, so that the first 3 images were the best, easier to classify and 
the last 3 images were the worst, more difficult to classify, according to our opinion. The 
goal was to check to what extent the performances of both methods were affected by the 
(subjective) quality of the images: although there are not big differences, it seems that our 
method is more robust than the PCA approach. 
 
Concerning the feasibility of the proposed approach for a surveillance application, our 
experimental results show the importance of image quality. The ROC curves obtained for 
the AT&T database (figure 6, left plot) are close to ideal: at a false alarm rate of 1%, it is 
expected that 94% of the criminals would be correctly identified (88% at a 0.5% false alarm 
rate). Such performances would allow us to implement the system in a real scenario. 
However, the ROC curves obtained for the LFW database, even if the best images are 
selected for training, are far from ideal: at a false alarm rate of 1%, it is expected that only 
35% of the criminals would be correctly identified (32% at a false alarm rate of 0.5%). Such a 
system would be of little help as a surveillance tool. 
 
As image quality is a key factor for the feasibility of the system, our recommendation is to 
study properly the location of the video cameras. In our opinion, if video cameras are 
located in relatively controlled places like walkthrough detectors, the image quality may be 
enough as for a successful implementation of a supervised surveillance system. 

 
7. Conclusion 

Automatic or supervised surveillance applications impose strict requirements in face 
recognition algorithms, in terms of false alarm rate and percentage of undetected criminals. 
We present a novel method, based on interest point detectors (namely, Harris-Laplace and 
DoG) and SIFT descriptors. 
 
Our measure of similarity between images is based on computing the number of 
corresponding points that, apart from having similar values for their SIFT descriptors, fulfil 
scale, orientation and relative location coherence. Images with a higher number of 
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corresponding points are likely to belong to the same subject. Such a simple similarity 
measure has proven to perform consistently in our tests. 
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The results in terms of ROC curves show that our approach clearly outperforms the PCA 
baseline in all conditions. We have performed tests with two different databases: AT&T (not 
very demanding for a face recognition algorithm) and LFW (extremely demanding); and in 
both cases our algorithm gave much higher recognition rates than PCA. 
 
Concerning the feasibility of a supervised surveillance system based on our face recognition 
algorithm, the experimental results show that the quality of the images should be 
comparable to that of the AT&T database. For lower quality images like those of the LFW 
database, high recognition rates cannot be expected. 
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corresponding points are likely to belong to the same subject. Such a simple similarity 
measure has proven to perform consistently in our tests. 
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The results in terms of ROC curves show that our approach clearly outperforms the PCA 
baseline in all conditions. We have performed tests with two different databases: AT&T (not 
very demanding for a face recognition algorithm) and LFW (extremely demanding); and in 
both cases our algorithm gave much higher recognition rates than PCA. 
 
Concerning the feasibility of a supervised surveillance system based on our face recognition 
algorithm, the experimental results show that the quality of the images should be 
comparable to that of the AT&T database. For lower quality images like those of the LFW 
database, high recognition rates cannot be expected. 
 

 

Future work to be carried out includes the comparison of our proposal against other 
approaches like AAM (active appearance models) and the use of a different interest point 
descriptor (namely, the SURF descriptor). Another important topic for future research is an 
evaluation of the possible placements for surveillance cameras; such a research could give 
us realistic information about the feasibility of a supervised surveillance system. 
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