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1. Introduction  
In imaging systems, digital as well as analogue, only the intensity is captured while the 
phase, containing the depth information and/or refractive index changes, is lost. Phase 
retrieval is the art of acquiring this information which is crucial in surface reconstruction, 
microscopy, location detection and depth measurements. 
In this chapter we will first introduce holographic based methods, or the digital holography 
approach, as a solution to the phase retrieval problem. These methods use an optical setup, 
called an interferometer, which records the interference pattern between a reference beam 
and the analyzed wavefront. The interferometer image depends on the phase difference 
between the two beams; hence it holds the phase information. We will present a work of 
ours combining an interferometer setup with partial coherence and with specimen rotation. 
Note that instead of inspecting the contrast of the interference fringes one may use the 
contrast of the projected/reflected speckle patterns (self interference patterns) to map the 
axial domain. 
We will then present phase retrieval methods based on wavefront propagation. This 
involves solving mathematical equations, related to physical conditions on the wavefront. 
Several numerical computational methods used for this task will be considered. 
Further, we will overview the iterative approaches to the phase retrieval problem, 
discussing their abilities and limitations.  
It will be shown that the iterative method based on multiple measurements allows more 
accurate and less noisy phase reconstruction. As an example we demonstrate the results of 
phase retrieval from the multiple images acquired in the gyrator domain.  
Finally, some conclusions will be made.  

2. Digital holography 
One common method for acquiring the phase of an object is by digital holography. In 
regular holography, the interferometer image is written on film. Then the phase information 
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is reconstructed by illuminating the recording film with the correct reference beam. In 
digital holography the interferometer image is typically captured by a CCD camera and the 
reconstruction step is done using digital processing techniques. Holography based setups, 
named interferometer setups, are used to record the interference between a reference beam 
and the desired wavefront (Gabor, 1948; Leith & Upatnieks, 1962; Leith & Upatnieks, 1963; 
Leith & Upatnieks, 1964). This interference pattern contains the phase information, which 
can later be reconstructed. For the purpose of phase retrieval digital holography is used, 
since the idea is to use a CCD camera and digitally compute the missing phase information. 
Usage of in-line setups, i.e. phase shifting interferometer (Yamaguchi & Zhang, 1997; 
Bruning et. al., 1974; Xu et. al., 2002), permits the measurement of both phase and amplitude 
of an object.  This is possible since the setup is an on axis setup, meaning that all beams are 
aligned to the optical axis (Fig. 1). The phase is recovered from the change in the diffraction 
pattern. 
 

Screen

Object
Light
source

Pinhole  
Fig. 1. Optical setup for in-line holography. A coherent wave propagates through a pinhole 
to create a point source. Partially scatters off an object, creating a highly magnified hologram 
on a screen. 

The problem with holography is the phase wrapping ambiguity, i.e. the mapping range 
should not exceed one wavelength. Some methods are based upon the coherency of the light 
source (Rosen & Yariv, 1996), since interference fringes will only be generated within the 
coherence length. Various works propose tomographies with rotation of specimen or 
modification of illumination (Charriere et.al, 2006; Choi et. al, 2008). Other works propose 
using speckle properties as a unique axial characteristic (Karo, 1977; Cederquist et. al., 1988; 
Almoro et. al., 2009). 
By combining an interferometer setup with partial coherence of a light source or specimen 
rotation (Zalevsky et. al., 2008), one may overcome the phase wrapping limitation. In the 
partial coherence method, a Michelson interferometer was used (Fig. 2). This interferometer 
splits the incoming beam to two optical paths. One path reaches a mirror and the other a 
reflective specimen. The two beams are combined together by a beam splitter (BS) to create 
an interferometer image relative to the surface profile of the specimen. 
First the source's interference fringe contrast was mapped to create a reference lookup table 
(Table 1). This table includes the axial location corresponding to different fringe contrast 
values. One may see that in the very near field (up to 4mm) the fringe contrast is periodic, 
and in the farther field there is a linear decrease in the contras (maintaining the same 
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periodicity). Then, the 3D information is extracted from a single image using the lookup 
table. In the experimental results shown in Fig. 3, the depth difference between the two 
wafers placed on the mirror is approximately in the order of 20-30μm (Fig. 3. (a)) and 10-
15μm (Fig. 3. (b)). One may see that the fringe contrast indeed changes for different depth 
positions. The fringe contrast, marked by C in the figures, is an indicator of the depth 
location, since the farther the object is, the lower the contrast. This method is a real time 
method, with tunable axial accuracy and without triangulation angle dependency. 
 

Mirror
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Light
source

Detector
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Fig. 2. Optical setup for Michelson interferometer. A coherent wave from the light source is 
spitted by the BS to two optical paths. One path leads to a mirror that reflects the ray back to 
the BS. The other path leads to a reflective specimen and back to the BS. The difference 
between the two optical paths depends on the profile of the specimen. Hence, by combining 
together the two rays, one receives an interferometer image relative to the profile of the 
specimen. 

 

    
(a) (b) 

Fig. 3. Image of the object used for the partial coherence experiment and the obtained 
interference pattern with the extracted local contrasts. (a) Two silicon wafers positioned on a 
mirror. (b). Two silicon wafers positioned on top of a third silicon wafer. 
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Path difference (mm) Contrast 

0 0.650 
0.1 0.580 
0.2 0.576 
0.3 0.535 
0.4 0.410 
0.5 0.280 
0.6 0.255 
0.7 0.385 
0.8 0.306 
0.9 0.275 
1.0 0.260 
1.5 0.430 
2.0 0.500 
2.5 0.380 
3.0 0.266 
3.5 0.425 
4.0 0.502 
54.0 0.509 
54.1 0.467 
54.2 0.405 
54.3 0.340 
54.4 0.340 
54.5 0.329 
54.6 0.328 
54.7 0.286 
54.8 0.267 
54.9 0.250 
55.0 0.237 

 

Table 1. Experimental lookup table of fringe contrast changes versus the difference betwean 
the two paths of the interferometer.  

In the multiple angle setups, a Mach-Zehnder based interferometer was used, where the 
specimen was placed on a high precision rotation stage (Fig. 4). In this interferometer the 
input beam is split into two optical paths and the investigated sample is placed in one of 
these paths. The two beams are then combined by a BS to create an interferometer image 
relative to the depth profile of the sample. 
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Fig. 4. Optical setup for Mach-Zender interferometer. A coherent wave from the light source 
is split by the BS to two optical paths. Both paths have the same optical distance and lead to 
a mirror that reflects the beam towards the second BS. However, a transparent sample is 
placed in one of the paths, which introduces a phase difference between the paths. The 
interferometer output of the BS is received by the detector. 

In this setup, two images were captured while the angular orientation of the specimen was 
changed by the rotation stage and a 3D image was reconstructed using the following 
equations for the phase: 

 ( ){ } { } ( ) ( ){ } { } ( )2 nd x λcosθ mod 2 = a x ; 2 nd x λcosθ mod 2 = b x1 2π π π π⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎡ ⎤⎣ ⎦  (1) 

where λ is the wavelength, n is the refractive index of the sample, and d(x) is the true 
(unwrapped) profile that we wish to extract. Mod is the mathematical operation of modulo. 
The required angular change between images is less than one pixel in the camera. 
The results of this setup are presented in Fig. 5. The first two images (Fig. 5. (a),(b) ) are the 
phase reconstructions separated by a 1 degree specimen rotation. The lowest image (Fig. 5. 
(c) )  is the reconstructed 3D profile computed from Eq. (1).  This method allows imaging of 
phase only transparent objects and, in the case when the profile is known, allows refractive 
index estimation. 
It is also possible to use speckle contrast instead of fringe contrast. Speckles are a random 
pattern created by a beam scattered from a rough surface. Each optical system has a unique 
speckle pattern that varies in the propagation direction (Goodman, 1984). This means that it 
is possible to generate for each axial position its own distinguishable random illumination 
pattern. Furthermore, the random patterns that are related to different planes have low 
correlation with each other. Hence, by recognizing the speckle pattern one may determine 
the axial location (Almoro & Hanson, 2008; Rastogi & Jacquot, 1987; Sjödahl, 1995). 
However, this approach is mainly used to measure distortion of an object and is usually 
combined with other methods. Furthermore, the speckle contrast decreases as the beam 
propagates along the axial direction. This allows phase retrieval through computation of 
speckle contrast (Irvine et. al., 2010). In both of these methods the speckle distributions are 
first studied. Then, the sample is placed in the setup and the depth is recovered from the 
reference speckle information. 
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(a) 

 
(b) 

 
(c) 

Fig. 5. Experimental reconstruction using rotation of specimen. (a),(b) Phase reconstruction 
for two projection angles that were separated by 1 degree. (c) Profile reconstruction. Each 
pixel represents a 6.7μm camera pixel. The alleviation thickness is in meters. 
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3. Numerical computations 
The numerical computational methods allow phase reconstruction with or without an 
interferometer setup. However, they are needed for more than just phase retrieval. The 
digital computation of the wavefront propagation is also needed in any numerical algorithm 
or simulation of an electromagnetic wave. The different kinds of numerical reconstruction 
also offer a solution for difficulties in real space processing, such as spurious noise, fringes, 
optical system aberrations etc. There are numerous computational methods, including 
Kirchhoff–Helmholtz transform (Gabor, 1949), Fresnel-Kirchhoff (Cuche et. al., 1999), 
transforming Guigay equations (Guigay, 1977; Teague, 1983), solving transport of intensity 
equations (Gureyev & Nugent, 1997), convolution (Colomb et. al., 2006), angular spectrum 
(Mann et. al., 2005) etc. Each method corresponds to a different mathematical description of 
the optical space and has its advantages for a specific circumstance. Some descriptions are 
differential while others are integral.  
One of the most common equations, which describe the propagation of an input wave u(x,0) 
through a free space distance z, is the Fresnel integral: 

 ( ) ( )( )2 2u(x,y,z) exp i2 z / u(x,y,0) exp i2 x y /z /izπ λ π λ λ+⎡ ⎤= ∗⎢ ⎥⎣ ⎦
 (2) 

where λ is the wavelength and * denotes the mathematical convolution operation. However, 
since numerical simulations are discrete, according to the Nyquist theorem this is correct 
only if z>Zc , while Zc is defined as: 

 2
cZ Ndx /λ=  (3) 

where N is the number of pixels and dx is the pixel size. 
If one would like to represent the very near field, then there is need for a different 
approximation. 
The angular spectrum calculation of the output field is 

  ( ) ( )( )2 2u(x, y, z) = U( , )exp exp 2 x+ y d di z iξ μ π ξ μ λ π ξ μ ξ μ⎛ ⎞− +∫∫ ⎜ ⎟
⎝ ⎠

 (4) 

where U(ξ) is the Fourier transform of the input field, defined by 

 ( )( )U( , ) = u(x,y,0)exp 2 x+ y dxdyiξ μ π ξ μ−∫∫  (5) 

The meaning of this representation is to compute the product between the Fourier transform 
of the input field and the Fourier transform of the Kernel exp(iπ(x2+y2)/λz). In this case the 
Nyquist theorem require z<Zc (Mendlovic et. al., 1997).  
Mathematically, Eq. (3) and (4) are the same, since it is a known Fourier property that the 
convolution operation becomes a product in the Fourier domain. However, converting these 
equations from the continuous domain to the discrete one reveals a contradiction. 
The transport of intensity equation indicates what is the input phase ϕ(x,y) that solves a 
known intensity I(x,y,z) variation in the propagation direction. 

 ( ) ( ) ( )x,y,z x,y x,y,z(I ) 2 / Izϕ π λ−∇ ⋅ ∇ = ∂  (6) 

where ∇=(∂x,∂y) is the gradient operator. By decomposing the problem to the Fourier 
harmonics, it is posible to convert the differential problem into a matrix formulae. 
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There are other advantages in choosing certain computational method. For example, the 
angular spectrum computation allows control of spurious noise components (Mann et. al., 
2005).  

4. Iterative phase retrieval 
One famous iterative method is the Gerchberg-Saxton (GS) algorithm (Gerchberg & Saxton, 
1972). This method is widely used to retrieve the input phase, from known amplitude 
distributions of the input and output fields of an optical setup. Later on this algorithm was 
used for beam shaping applications to compute the required phase element for producing a 
specific output intensity, given the input illumination. The idea is to choose an initial 
random phase estimation and compute a new estimation in each new iteration (Fig. 6).  
 

( ) ( ),, mi x y
inE x y eφ

( ) ( ),, mi u v
mB u v eΦ

( ) ( ),, mi u v
outE u v eΦ

( ) ( )1 ,, mi x y
mA x y eφ +

( )1 ,m x yφ +

( )0 ,Random x yφ

( ),inE x y

( ),outE u v

 
Fig. 6. A scheme of the GS algorithm. 
In each iteration the contribution of the current phase estimation and the amplitude of the 
input illumination are computed, denoted by the input plane expression 
Ein(x,y)exp{iφm(x,y)}. Then, the resulting expression after passing through the optical 
domain is computed by transforming this input plane expression. This is denoted by the 
output plane expression Bm(u,v)exp{iΦm+1(u,v)}. In order to fulfill the apriori constrain for  
the output plane intensity, the magnitude of the output plane is replaced by Eout(u,v). The 
output plane expression is now Eout(u,v)exp{iΦm+1(u,v)}. The new output plane expression, 
Eout(u,v)exp{iΦm+1(u,v)}, is then inverse transformed to the input plane, denoted by 
Am(x,y)exp{iφm+1(x,y)}, and the apriori constrain for the input amplitude Ein(x,y) is imposed 
on the input expression. The phase φm+1(x,y) is the new phase estimation. This process is 
repeated until convergence is obtained. 
Note that it was proven that the GS algorithm indeed converges (Fienup, 1982), which 
means that the next phase estimation is at least as good as the previous one.  
The original GS algorithm was used in a Fourier based optical setup. However, other optical 
transforms, such as the Fresnel and the fractional Fourier transform, were later on proven to 
be more efficient in terms of convergence rate (Zalevsky et. al., 1996). 
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Another iterative approach is the gradient search method (Fienup, 1993). This method has a 
better considered step size towards the desired phase, which allows faster convergence for 
multiple intensity constrains. 
However, the problem with iterative methods is the phase ambiguity, resulting with 
converging to a local minima solution, which leads to an incorrect phase distribution. In 
order to overcome this problem, statistical methods (Nieto-Vesperinas et. al., 1988), 
stimulated annealing (Kirkpatrick et. al., 1983; Zhou et. al., 1999) and de-convolution 
methods (Seldin & Fienup, 1990) were proposed. 

5. Iterative phase retrieval approach based upon multiple measurements 
The concept of using multiple images was first suggested regarding the phase ambiguity in 
electron microscopy (Misell, 1973). Misell proposed that by taking several defocused images, 
one may later reconstruct a better phase using the iterative GS algorithm. This idea was 
implemented in later works as well (Redding et. al., 1998; Acton et. al., 2004; Brady & 
Fienup, 2006; Dean et. al., 2006). In order to capture such multiple plane images, one can 
change the axial position of the sample using a stepper motor (Barty et. al., 1998), change the 
position of the recording imaging device by using mechanical motion (Zhang et. al. 2003) or 
using defocusing implemented in a spatial light modulator in a motionless configuration 
(Camacho et. al., 2010). 
 

L1

z

L2

z

Pinput Poutput

  
                                       (a)                                                                          (b) 

Fig. 7. (a) GT optical setup. Each generalized lens L1,2 is an assembled set of two cylindrical 
lenses (b). The transformation is only reached by the proper rotation (with angles φ1 and φ2) 
of the lenses. 
Recently the efficiency of the multiple constrains iterative method has been demonstrated 
using images obtained in the gyrator domains (Rodrigo et. al., 2010). The gyrator transform 
(GT) is a linear canonical integral transform, which produces the twisted rotation in 
position−spatial frequency planes of the phase space (Rodrigo et. al., 2007). Thus, the GT 
operation of a two dimensional function fi(ri) (complex field amplitude) with a parameter α , 
known as the transformation angle, is given by 

 ( )(x y + x y )cos - x y + x y1 o o o oi i i iF (r ) = f (x ,y )exp i2 dx dyo i i i i i2λz sin 2λzsin
αα π

α α

⎛ ⎞
⎜ ⎟∫∫ ⎜ ⎟
⎝ ⎠

 (7) 
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where ri,o = (xi,o,yi,o) are the input and output coordinates, respectively, λz is a normalization 
parameter that for the case of the optical implementation of the GT correspond to the 
wavelength λ and  to fixed axial interval between the lenses z. The gyrator projections 

2
F (r )o

α can be measured using the optical setup displayed in Fig. 7 (a). The optical setup 
consists of two generalized lenses (Fig. 7 (a)). Each generalized lens is assembled from two 
cylindrical lenses (Fig. 7 (b)), properly rotated with angles φ1 and φ2 that fulfill the following 
relations with the transformation angle α:   

 ( ) ( ) ( ) ( )sin 2 cot /2 ; sin 2 sin / 21 2ϕ α ϕ α= =  (8) 

In order to improve phase retrieval in a gyrator base optical system it was proposed to use 
multiple rotation angles. As in the original GS algorithm, a random phase estimation is 
chosen, and in each iteration a new estimation is computed (Fig. 8). Note that this serial 
approach may also be used in different transformation domains than the gyrator e.g. in the 
Fresnel or the Fourier optical setups. Nevertheless the astigmatism of the GT allows to 
resolve some phase ambiguities (for example the direction of the rotation of the helicoidal 
phase) that is impossible to do using the isotropic transforms. 

 

( ) ( ),, mi x y
inE x y eφ

( ) ( ),,
j
mi u vj

mB u v e Φ

( ) ( ),,
j
mi u vj

outE u v e Φ

( ) ( )1 ,,
j
mi x yj

mA x y e φ +

( ) ( )1 , ,M
m mx y x yφ φ+ =

( )0 ,Random x yφ

( ) ( )1, ,j
m mx y x yφ φ +=

( )1 ,m x yφ +  
Fig. 8. Scheme of the iterative algorithm based upon multiple measurements. 
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(a) 

 
(b) 

Fig. 9. Numerical results for the multi-stage phase retrieval algorithm using GT. M is the 
number of constraint images (measurements). (a) Retrieved phase distribution after 23 
iterations for the case of LG+3,1 mode. (b) The phase retrieval is calculated by using 
constraint images involving angles: α = 45°, 55°, 65°, 70° and 80°. The evolution of RMS 
error is also displayed as a function of the number of constraint images as well as the 
number of utilized iterations. 
In order to estimate the phase retrieval capabilities of a multiple plane method in 
comparison to a single plane method, a quality measuring tool is need. A common image 
processing tool for this is the relative root mean square (RMS) error, also known as Abserr, 
which is given by 

 ( ) ( )( ) ( )( )i i irt

1 1
2 22 2

-
RMS = E exp - E exp × E expin in in  φ φ φ∑ ∑  (9) 

where φ(x,y) is the phase to retrieve and φrt(x,y) is the estimated phase distribution at each 
iteration. 
The reconstructed phase distribution for a different numbers of planes is shown in Fig. 9 (a). 
One may see that for a fixed number of iterations, the reconstructed phase improves as the 
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number of planes increases. The RMS error versus the number of iterations is shown in Fig. 
9 (b). Adding planes decreases the convergence time. By defining successful retrieval as one 
having RMS error of less than 0.02, it was also demonstrated that the phase distribution is 
successfully retrieved (even in a noisy case) by using at least three constraint planes and 
after applying 36 iterations (Rodrigo et. al., 2010).  
By working with the gyrator optical setup, instead of other optical domains, one may use 
images from different transform rotation angles (rather than using different axial positions 
requiring generation of axial movement) which makes the system more flexible and robust. 

6. Conclusion 
In this chapter we have presented an overview on the topic of the phase retrieval problem. 
We have presented some interesting perspectives in three different approaches: digital 
holography, iterative phase retrieval and multiple measurement methods. 
First we have presented the interferometer as the optical setup needed for digital 
holography. We have discussed the advantages of in-phase setups as well. We have 
presented the problem of phase ambiguity in holography based methods. Our work of using 
partial coherence or specimen rotation was able to overcome this phase wrapping problem. 
We have presented different computational methods needed in phase retrieval. The use of 
computational methods in digital holography is preferable over regular holography in terms 
of dealing with spurious noise, fringes, optical system aberrations etc.  
Then we have discussed the abilities of various iterative methods having local minima 
solution problem. The idea of multiple measurements to create a multiple plane iterative 
method was presented as a possible solution. Out work implementing this approach in the 
gyrator domain was presented and was proven to allow phase retrieval with high accuracy 
and low complexity. 
The phase retrieval methods, mentioned in this chapter, are commonly used in different 
three dimensional applications. Space telescopes, such as the James Webb space telescope 
(Acton et. al., 2004), use the multiple measurement iterative approach. Electron microscopy 
uses the multiple measurement method as well. Iterative phase retrieval algorithms are also 
used for planning diffractive optical elements (DOE) used as phase only filters for beam 
shaping (Zhou et. al., 1999). Digital holography microscopes (DHM) use different 
interferometer based setups (Charriere et. al., 2006).    
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