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Part I. Introduction

Rationale

As is in many other fields, English is increasingly the universal language of economics discourse, which means that professional and academic economist are obliged to publish in English in order to further their careers. There is evidence to show that the dominance of English in scientific journal writing seems to be increasing ( St. John, 1987), even compared with languages such as Vietnamese. English has clearly become the world’s predominant language of research and scholarship     (Swales, 1990). A different angle on this is taken up by Wayt Gibbs (1995), who argues that there seems to be a presumption that work written in coutries where English is not the first language is likely to be linguistically deficient: even journal written in English but from non-English speaking countries appear to be discriminated against publication. Referring to the extreme competition to get published, Swales (1990: p.103) reports manuscript rejection rates as high as 80 -95% in arts and humanities, “ which in turn means increasing pressure on manuscripts that betray evidence of non-standard English.”

The fact that professional journals do not make linguistic concession to authors who are not native speakers of English, nor provide a speacialist editing service to bring their L2 writing up to standard, means that non-L1 English academics have to invest heavily in improving their English language skills on top of their main academic and research duties; in practice this means that specialist translation services as well as ESP teaching are in great demand. 

It might be thought that technical texts are relatively straightforward for the specialist non-native speaker to both understand and write, due to an apparent relative absence of metaphor and figurative language, and the frequency of cognate technical terms. If this were the case, the L2 reader-writer might be able to rely considerably on positive L1 transfer when reading or writing directly in English; in the case of translation, a largely literal approach would produce an appropriate equivalence. 

However, Halliday ( 1985:329) argues that metaphor is in fact an essential feature of technical writing, and plays an important role in making technical discourse easier to understand. Meanings may be realised by word choice that differs from what is in some sense typical or unmarked, and “ anything approaching technical language for example tends to become noticeably more complex if one simplifies it by removing the metaphors.”

Several authors have pointed out that economics texts are also “ heavily metaphorical” (McCloskey,1983; Mason,1990). When one considers the frequency of widely used terms such as human capital, falling unemployment, demand expansion and contraction, credit flows, accelerating growth rates, liquidity squeeze…, the metaphorical nature of the subjects as it is usually expressed becomes clear, and this leads Hewings ( 1990) to argue that it is misleading to represent economics as rhetoric free. 

Aims of the study

This research investigates the extent to which metaphor use in economics differs between English and Vietnamese. It aims specially to investigate:

1. To what extent are the metaphors used in English economics texts mirrored by those used in their Vietnamese equivalents; are different metaphors used, and are there differences in frequency of use?

2. To what extent do the two languages use a different range of lexis to express these metaphors?

Casual observation reveal that certainly some of the underlying or conceptual metaphors used in Economics are cross-lingual, in the sense that the same metaphors are used as vehicles for the same concepts in other languages. Thus markets ( ie. People interacting) are universally modelled by supply and demand “ curves”, and the economy “grows” or “contracts” in many languages. To the extent that this is true, the task facing the L2 writer or the specialist translator is facilitated. However, on the basis the Sapir-Whorf Hypothesis positing a determining influence of language on thought, it has been widely argued that different languages to some degree reflect different ways of conceiving of the world and interpreting phenomena. A possible consequence, according to Fasold (1990:52), is that speakers of two different languages may interpret the same discourse profoundly differently. Thus, it would not be surprising if there were some differences in metaphor use between languages, which, if not taken into account, would result in marked and non-native like discourse, possibly leading to rejection by publishers and a consequent brake on career advancement in the case of academic economist, and greater difficulty in understanding texts for the L2 learner. 

One of the problems faced by a writer of economics texts, either as original author or translator, is to find different ways to make statements about changes in economic variables, such as “ GDP increased by x percent” or “ inflation decreased by so much last month”. Repetitious use of the same expressions can produce a dull and monotonous text, yet the overuse of less widely used lexis for the sake of variety can produce a text that seems unusual in terms of register mismatch. Moreover, differences between languages in terms of what conceptual metaphors are used, how they are realised lexically and their frequency of use, can cause translators and L2 writers to produce texts that seem marked. In other words, writers working across languages need to have detailed knowledge of metaphor use in the relevant languages. Unsystematic observation of original Vietnamese texts suggests the hypothesis that Vietnamese uses a more limited range of expressions to express increase and decrease, which when translated more or less literally produce a somewhat monotonous sounding text in English. Original English language texts in economics seem to use a wider range of lexis, and also appear to have the facility to express more subtle shades of meaning, by means of expressions such as “ GDP edged up in the 4th Quarter”; “monetary conditions eased a shade after last month’s liquidity squeeze”; “ inflation soared in 2005” and “ employment plummeted”. This paper tests the veracity of this hypothesis. 

It has been argued that Vietnamese tends to be more long-winded and elaborate than English thereby making it less concise as a means of expression. Evidence for this is the fact that Vietnamese translations systematically 10% or more longer in words than their English originals. Furthermore, it has been argued that Vietnamese is also less precise as a scientific language. 

The study hopes to help writers, readers working across the two languages have a detailed knowledge of metaphor use. The result of the study is considered to be useful to Vietnamese speaking economists reading and writing in English, as well as translators and ESP students.

Scope of the study
It is impossible for a study report to deal with every aspect of language theory and practice in great depth. Therefore, the study is not proposed to cover all of the features of economics discourse. It focuses on the prominent linguistic features revealed through news reports in specialist business newspapers and policy review articles in central banks’ reviews and minutes.

In carrying out the thesis, each linguistic domain in the context of a particular topic will be considered, since lexical, structural and discourse features occur differently depending on the topics being discussed. However, because of time constraints and within the framework of an M.A thesis, our study is limited to news reports from September 2006 to November 2006, and the central banks reports and minutes in 2006. 

This research looks at two specific text types within the field of economics: namely, (i) the policy review article, which describe macroeconomic trends retrospectively in terms of policy outcomes, and (ii) the financial market report published in the specialist business newspapers every day. 
Methods of the study. 
Experimental, quantative and descriptive methods would be mainly used in this study. The reason for choosing these two ones is that the research is carried out under controlled conditions and the data is collected from already existing data sources (Selinger, H.W; Shohamy, E. 2000). As a result, the analytic and deductive techniques would be in use. The advantages of quantative, numerically specifiable - as opposed to structural, symbolically represented - mathematical concepts become evident in all cases where the rigidity of crisp categories and determinate rules do not adequately describe the phenomena observed, i.e. where the variability and vagueness of natural languages cannot be neglected, where mere tendencies and preferences rather than stable relations and structures have to be accounted for, where the forms and principles of dynamic changes reveal more of a functional system in want of explanation than the well understood structural consistency of inadequate models. 

In the study, we will accept the data analysis approach proposed by Selinger and Shohamy (2000), that is data obtained from descriptive researchs are generally analysed with the aid of descriptive statistics. These would provide information such as how often the language phenomenon occurs, the typical use of language elements by English and Vietnamese writers, etc.

The steps of the study are as follows:

1) Collect the bulletins and reports from the daily newspapers and from the Internet sites. 

2) Study the materials to assure the reliability and the validity

3) Analyse the data and discuss the findings.

4) Propose implications for Vietnamese speaking economists reading and writing in English, as well as translators and ESP students. 
The present research is motivated by the writer’s professional interest as both ESP teacher and translator, working exclusively in the field of economics, and by a call for interlinguistic research in scientific discourse made by Salager-Meyer (1992). Justification for this twin-pronged motivation is the growing body of work that seeks to bridge applied linguistics and translation studies: indeed a cursory look at translation studies textbooks reveals great similarities in terms of topics covered, especially in the area of discourse ( Hatim and Mason, 1990; Baker, 1992).

Format of the Study

The study is composed of three parts

Part I: introduction
This part introduces the rationale, the scope and the method of the study.

Part II: Development

Chapter 1: Theoretical background

This chapter provides the theoretical background for the study. Previous researches of well-known scholars on the discourse of economics. Some of them are the research on economics discourse conducted by Chilton and Lakoff, Dudley-Evans and Henderson, McCloskey are presented. It focuses on introducing important concepts relevant to the topic of the study such as metaphor, collocation, cognition, etc.

Chapter 2: Some analyses of metaphorical lexis and collocation in English and Vietnamese economics discourse.

This chapter is the main part of the thesis which investigates the nature of economics language. The thesis involved analysing economics texts in English and Vietnamese for their use of metaphor to express notions of increase and decrease. Different conceptual metaphors and their lexical realisations were identified, listed and analysed for frequency of occurrence.
Chapter 3: Some implications for L2 readers and writers of economics
In Chapter 3, implications for better teaching and learning metaphors and collocations in economics texts are given
Part III: Conclusion

This final part of the thesis concludes the issues addressed in the main texts and put forward some issues which have not been mentioned in the thesis. 

Part II. Development



chapter I: Theoretical background

This section provides a review of literature on metaphor use in relation to four different areas: metaphor and cognition, metaphor in economics, metaphor and ESP and the relation between metaphor and collocation. The first subsection describes how metaphor is increasingly seen as pervading everyday patterns of discourse, and makes the argument that, far from merely being an ornamental literary device, it is fundamental to thought and understanding. The following subsection discusses metaphors that are widely used in economics texts. It is seen how the fundamental role of metaphor as rhetoric device in economics is something that has only recently come to be acknowledged. Subsection 2.3 considers some of the problems faced by ESP students, or L2 users in general, in understanding and effectively using metaphors. This is followed by a discussion of the relationship between metaphor and collocation, which argues that the two need to be considered together. This final section of the literature review considers research on other aspects of economics writing. 

I.1. Metaphor and cognition

Although metaphor has traditionally been seen primarily as a literary device, its more general cognitive importance is today increasingly recognised (Urgerer and Schmid, 1996; Lakoff and Johnson, 1980). Indeed, many writers now make a distinction between conceptual and linguistic metaphor, whereby conceptual metaphor exists in the mind, as a connection between two semantic areas (Deignan et al, 1997), while the metaphorical lexis used in text is merely the conceptual metaphor’s linguistic, or surface realisation. Thus the economy as a whole is sometimes conceptualised as a living organism, being referred to in terms such as developing, healthy, robust and strong, or else ailing, weak or sick. Economic variables which increase and decrease are often conceptualised as objects that move up and down, through lexis such as rising and falling, soaring and plummeting, edging up and slipping back…

Lakoff and Johnson (1980:p.6) argue that human thought itself is largely metaphorical, and metaphorical language is only possible because of the deeper metaphors that exist in our conceptual systems. One of many examples they give likens argument (defend a position, win and lose an argument, shoot down an argument…). The metaphors that exist in our conceptual systems make links between different semantic areas, presumably ultimately at a neurological level, in forming our cognitive structures, and it is these which surface to express themselves linguistically. 

Metaphor seen in this way is everywhere in our daily discourse, and not only in highly figurative literary or poetic language. Much of it is so automatic and deep-rooted that it has become lexicalised, and we do not even notice it is there: for example when we talk of inflation or economic growth. Moreover, in certain domains of discourse, it plays such a fundamental role that we would find it difficult to survive without it (Aitchison, 1994: p.149). Good examples of this are the metaphor of liquid flowing through a pipe to explain electrical current being transmitted along a cable or the conceptualisation of the atom as a sort of solar system in which electrons orbit the nucleus like planets. Metaphor is increasingly seen as an essentially cognitive rather than purely linguistic phenomenon. 

From a neuropsychological standpoint, metaphor has been seen as playing an essential role in memory organisation (Rohrer, 1995a), and it has also been argued that there is no real boundary between normal and metaphorical thought: “No two things or mental states ever are identical, so every psychological process must employ one means or another to induce illusion of sameness” (Minsky, 1985:pp.298-9).

Metaphor works by mapping structure from one conceptual domain (source) to another (target), thereby enabling a usually more abstract target to be seen in terms of (likened to) a more concrete source domain. Thus the abstract concept of the economy is often likened to a machine; it is understood in mechanistic terms and described using lexis relating to speed, acceleration, equilibrium, course, engine, etc.

Metaphor is intrinsic to understanding: as Holdaway (1979:p.17) argues, “To understand something is to account for it in terms of a lower order of complexity… It is matter of reorganising what we know to account for (make sense of) what we don’t. This entails operating metaphorically in one way or another.” The teacher uses metaphor to “explain” new ideas in terms of more familiar concepts. The learner strives to interpret the new in terms of the established and known. Metaphor relates one cognitive field to another, usually “explaining” the abstract in terms of the more concrete. Thus, a failure to understand something can perhaps be seen as a failure to activate suitable metaphors at the conceptual level – a failure to assimilate the new to the already existing. 

Many of today’s standard meaning of words and expressions began as metaphors, and their utility has made them conventional. An example of this is the economic term “inflation”, whose original non-metaphorical meaning has to do with blowing something up with air. Its widespread use to refer to price rises is today hardly noticed as metaphorical; it has come to form part of the economics lexicon; it has become a “dead metaphor”. 

This process whereby metaphorical representation becomes lexicalised is a natural process of linguistic change (Halliday, 1985). As this happen it might be thought that metaphors lose their force, but from the conceptual metaphor viewpoint it has been argued that the conventional or lexicalised metaphor is all the more powerful for its automaticity and moreover, the whole concept of deadness loses validity when metaphors are seen as cognitive instruments (Ungerer and Schmid, 1996). 

Metaphors, seen as cognitive instruments, constrain and fashion our mental models, and it is often difficult to see the reality of a concept as separate from its metaphorical representation. 

According to Chilton and Lakoff (1989), an enormous amount of our conceptual life is metaphorical, and metaphor may even be necessary for understanding world politics and formulating policy. Metaphor is a means of understanding one domain of experience in terms of another. 

It has been argued that some metaphors are universal, perhaps even inherited genetically. Minsky 91985:p.191) speculates, “What makes us so prone to formulate our reasoning in terms of conflicting adversaries? It must be partly cultural, but some of it could be based on inheritance. When we represent our reasoning in terms of battling adversaries, we might be exploiting the use of agencies that first evolved for physical defence.”

To the extent that certain metaphors may have evolve and become established genetically, one might expect a degree of universality in conceptual metaphors, yet this would be incompatible with the Sapir-Whorf Hypothesis which posits a direction of causality running from language to thought rather than the reserve. The question that arises is whether conceptualisation at the level of thought is necessarily and always more fundamental than the language used to express it. Could it not be the case that the two levels interact and feed on each other, with thought influencing language and vice-versa?

I.2. Metaphor in economics discourse
Perhaps the most famous economics metaphor is expressed by the “invisible hand” of the free market which, unseen, manipulates prices so as to efficiently allocate scarce resources according to consumer preferences and production costs. This dates back to Adam Smith in the 18th century (Backhouse, 1994:p.535). In fact writers on economic issues stretching all the way back to Aristotle have used metaphor to illustrate their arguments. However, recognition of the importance of metaphor in economic texts mostly stems from the work of McCloskey (1983) on economic rhetoric; indeed for most economists this is probably the only approach to studying economics discourse (Backhouse et al, 1993). The context for McCloskey’s writings is his concern to have academic economists acknowledge that their writings are rhetorical acts – that the economist is engaged in persuasion rather than mere transmission of knowledge. Indeed, in a more recent paper (McCloskey and Klamer, 1995:p.191) he goes so far as to actually define knowledge as “information plus judgement from persuasion”. 

McCloskey sees metaphor as the most important example of economic rhetoric, essential to economic thinking, and states that “To say that markets are represented by supply and demand ‘curves’ is no less a metaphor than to say that the west wind is ‘the breath of autumn’s being’” (McCloskey, 1983:p.502).

McCloskey sees mathematical reasoning as metaphorical, from which it is a short step to see that modelling of any kind, for example by graphs, is also metaphorical. Mason (1990:p.27), on the other hand, prefers to see this as use of another semiotic system. 

The economist Paul Krugman (1995), in a discussion of the virtues of formal models to convey economic ideas and arguments, turns the idea around by arguing that metaphor is a kind of heuristic modelling technique. 

I.2.1. The metaphorical expressions used in economics
The identification of conceptual metaphors involves a process of inference from the lexis actually present on the surface of the text. As in all acts of interpretation or “understanding”, this process is essentially personal, and sometimes different interpretations are possible. Thus for example, expression such as buoyant demand or floating exchange rate, may invoke the idea of the economy as liquid (Charteris Black, 1997), or alternatively the economy as a vessel on the ocean. However, there seems to be a well established consensus in recognising frequent use of mechanical and organic metaphors to describe the economy and its processes. Table 1 illustrates this.

Table1. Commonly used metaphors in economics discourse
	Conceptual Metaphor
	Examples of lexical realisation

	Economy as a living organism
	Economic growth, infant industry, mature economy, decline, underdeveloped, depression…

	Economy as a vessel on the ocean
	floating, buoyancy, course, whether the storm

	Economy as an vehicle or machine
	exports as engine of growth, slowdown, monetary transmission mechanism, acceleration, take-off, landing, overheating, cooling


Mechanical and organic metaphors in economics have a long history stretching back at least to the classical economists of the 19th century and maintaining their currency to the very present time. Alfred Marshall has been credited with being the first economist to invoke a biological metaphor to describe the economy (Henderson, 1982:p.149). However, while organic and evolutionary metaphors have frequently been used to describe processes of economic growth and development, it is mechanical ones that have dominated formal economic theorising for most of the present century. As Nelson (1995:p.49) points out, Marshall himself felt that “biological conceptions” were better desciptors of economic phenomena, but their greater complexity compared to “mechanical analogies” meant having to fall back on the latter for theoretical purposes. It has also been argued that because of its success, Newtonian mechanical physics has become a standard against which to judge the “scientific-ness” of other disciplines: unless they are modelled in a similar way they cannot claim to by truly scientific (Woodcock and Davis, 1980:p.12). Hence the use of mechanical metaphors such as force and equilibrium in subjects like economics and psychology. 

Ormerod (1994) argues that the conceptualisation of the economy as a piece of machinery in the 19th century was an outcome of the unparalleled advances achieved in the physical sciences during the Victorian era which led to an intellectual self-confidence and the development of a mechanistic view of the world in general and the economy in particular. Yet, today this model of how human beings interact in an economy is beginning to be questioned, and instead concepts associated with evolutionary biology are starting to be promoted among certain leading academics. Perhaps this incipient shift is due to the fact that the 19th century world view was essentially one of Newtonian mechanics, whereas today this is steadily being replaced by newer non-mechanical, essentially non-linear dynamic models such as those of evolution theory, quantum physics and chaos (Ormerod, 1994:p.176). This change, in turn, can be explained by the fact that over the last twenty years modern computing power has enabled these more complex models to become more tractable to use, whereas previously, despite the virtue of being able to provide descriptions that “rang true”, their formal complexity was prohibitive for purposes of building rigorous theoretical models (Nelson, 1995).

I.2.2. The expression of increase and decrease

Expressions of increase and decrease are very common in economics texts of many types, and the language used to express these concepts often seems to involve thinking in terms of the graphs that are habitually used to model and illustrate the processes being described. For example, inflation rises, unemployment falls, GDP slides…, and this in itself can either be conceptualised in terms of going up or down a mountainside, or else may invoke thoughts of rising and falling waves on the ocean. The graph is itself a metaphor, and the language used to refer to the graph (or to the process being modelled thereby) uses the conceptual metaphor of mountainside. Thus there would seem to be two levels of metaphor at work here. 

Table2. Metaphor involving graphs to express increase and decrease

	Conceptual metaphor (1)
	Conceptual metaphor (2)
	Lexical examples

	Movement up and down  
	Graph
	rise, fall, climb, soar, plummet, sink


It is not uncommon for metaphors to be combined in expressions such as falling growth rate, which mixes the metaphor of the economy as a growing organism with that of downward movement (along a graph line). The expression sharp upturn in inflation is a further example of such metaphorical blending.

The use of mixed metaphors has also been noted by Henderson (1982:p.148), who sees a distinction between metaphors which are merely illustrative, and others that have what he calls “predictive value”. As an example of the first category he cites the expression “tariff barrier”, in which the barrier metaphor is used to depict import duties as obstacles that foreign exporters have to overcome in order to enter (even break into) the domestic market. It is as if the exporter has to physically get over a sort of fence enclosing the market. While the metaphor may be an evocative one, and useful in making an abstract concept more concrete, Henderson does not see its power as going beyond illustration. A more generative metaphor is the idea of supply and demand forces acting to achieve equilibrium in a market. Here the mechanical metaphor is not only illustrative, but can be extended to generate a whole theory of market behaviour that is internally consistent and has predictive power: in other words, the whole conceptualisation of the workings of markets (again, literally, people interacting) is expressed in mechanical terms. 

In Henderson’s view the real usefulness of metaphor arises when it is capable of generating new thinking by suggesting structural relationships. Thus the relatively new metaphor of “human capital” has generated new thinking about the factor of production usually known as “labour” – a word that in itself evokes thoughts of physical human effort and sweat. The human capital metaphor has transferred concepts from the field of capital, such as stored value, investment and rates of return, to the analysis of the labour market, whereby education, training and experience are seen as investments increasing the “human” capital stock of the individual undertaking them. More recently, human capital has been further extended to include all embodied aspects of an individual’s productive capacity, such as physical and psychological health, and even experience. 

Most economists would agree that the development of the human capital approach to labour market analysis has been positive and insightful, yet Henderson’s concept of metaphor with predictive value is similar to the distinction Ungerer and Schmid make between explanatory and constitutive metaphors, where the latter are metaphors that become so firmly established that they come to be accepted “in a cognitive and literal sense” (Ungerer and Schmid, 1997:p.150). In this sense it is possible to conceive of a metaphor that becomes so established that it continues to be used to generate new thinking after its useful life has expired, or else generates a highly selective or partial form of thinking, in which reality gets distorted to fit the metaphor, and thinking gets used by the metaphor rather than the reserve. Ungerer and Schmid (1997:p.150) argue that people “tend to submit to powerful metaphors (…) and after a time regard these metaphors as constitutive parts of their conceptual framework, especially when faced with complex political, economic and social problems.” Thus a successful metaphor may start out as an explanatory device and facilitate understanding of complex and abstract issues, but gradually it may get absorbed into people’s way of thinking to such an extent that its simplifying attributes lead to overly simplistic conceptualisations of complex differentiated problems. 

Is metaphor use benign?

While the purpose of metaphor use is to conceptualise abstract and complex phenomena in more concrete and easier-to-understand terms, it is possible for a deep-rooted and pervasive metaphor to actively distort the way we view the world and thereby affect the decision we make. This point of view has been put most forcefully by Chilton and Lakoff (1989) in the context of foreign policy, where they argue that metaphors conceptualising the state as a person, and international relations as bilateral competition with winners and losers, is responsible for an approach to foreign policy-making that is fundamentally conflictive. Rohrer (1995b) goes even further by arguing that it was public acceptance of President Bush’s use of metaphor in the rhetoric leading up to the crisis that actually generated war in the Gulf rather than avoidance of war and a continuation of sanctions.

In economics, Ormerod (1994) has put forward a similar view of the mechanistic metaphors that have been used to think about the economy since the 19th century. Machinery operates smoothly and predictably, with its own inherent equilibria. This has molded theory and policy into seeing the economy as something with a natural harmony and equilibrium, while ignoring the possibility of catastrophic non-linear disturbance and neglecting the role of different cultures and institutions. Ormerod goes on to claim that this mechanistic metaphor provided the intellectual underpinning to the laissez-faire economic and social policies of the 1980s under the Thatcher and Reagan governments in Britain and the USA. To the extent that such policies caused great social upheaval together with a dramatic widening of income distribution in both countries, it can be argued that the underlying metaphor had a malign influence reaching far beyond its role as an agent for facilitating understanding. This suggests a relation between metaphor and ideology: the virtue of the free market has become an ideology in the economic and political fields since the 1980s, even giving rise to expressions such as “Thatcherism” and “Reaganomics”, and it would seem that a mechanistic metaphor has underpinned this. It can even be argued that metaphor can be “co-opted” into serving certain ideological aims. Maclin (1997) refers to this in the context of urban development planning, which is conceptualised through metaphors such as “running a business” and “building a growth machine”, which in his view have tended to obscure the human goals of urban development, leading to an urban development process that mainly serves the ideology of the business community. In a study of a report on educational policy in the USA, Miller and Fredericks (1990) see metaphors as coded messages used to justify an ideological position. In this context Ungerer and Schmid (1996:p.152) note that, in politics, metaphors are subject to manipulation and “often consciously treated and fostered by politicians and propagandists”. A similar idea is implicit throughout much of the argument in J.K.Galbraith’s “The Culture of Contentment”, where a “government-is-a-burden” metaphor is used to justify single-minded reduction of state involvement in the economy, and (selective) appeal to the authority of Adam Smith results in the “invisible hand” being co-opted into providing moral justification for anything that serves to reinforce and consolidate the interests of the so-called contented classes – the comfortably affluent (Galbraith, 1992). In this context, the metaphor of the benefits of economic growth trickling down to the less affluent, allow unimpeded well creation to be justified and applauded as a socially acceptable (even highly desirable) activity, a pointed echoed by Hutton when he refers to free market ideology as legitimising outdated class and power structures as “natural and unimprovable” (Hutton, 1995:p.247).

However, the broader linguistic dimensions of ideology, such as are discussed in Fowler (1991), are beyond the scope of this paper. 

The idea that the metaphors we use can fashion our cognitive view of the world, would seem to have Whorfian undertones and is perhaps an example of a two-way flow of influence between thought and language. As mentioned above, it raises the issue of who or what is in control; to what extent does a given metaphor control the way we think, and to what extent is it we who use the metaphor for our purposes? Perhaps metaphors can take on a life of their own once they have become well-established, becoming so entrenched that even when the metaphorical associations become increasingly stretched and tenuous, and the metaphor ceases to “ring true”, it takes a long time to shake it off, especially in the absence of an eloquent and evocative replacement. 

I.3. Metaphor and collocation

There is a close relationship between metaphor and collocation. Collocation essentially refers to the empirical tendency of certain words to occur together-either next to or very close to each other (bread and butter; galloping inflation), or else cooccurring as a function of a texts subject matter. Texts on economic development, for example are likely to contain lexis relating to poverty, health, education, employment, etc. whereas texts on football will tend to contain different vocabulary. This aspect of collocation, which is attributed to the work of Halliday (1985), helps give a text cohesion. It is also closely related to the cohesive repetition patterns that occur across whole texts discussed by Hoey (1991). Hatim and Mason (1990: 47) argue that collocation patterns extending across longer stretches of text play a part in creating genres and registers. Some authors (Bahns, 1993) make a distinction between grammatical collocations and lexical ones. Grammatical collocations are exemplified by nouns, verbs or adjectives in collocation with restricted prepositions or grammatical structures, such as in or out of work, demand for, supply of, and include phrasal verbs. Lexical collocations, on the other hand, are combinations of nouns, adjectives, verbs and adverbs, such as crying shame, big brother, heavily involved
Sinclair (1991: 112) argues that words take their meaning from their collocation environment, a point echoed by Baker (1992: 53), who questions whether a word on its own can have any meaning. Borrowing Sinclairs example of back, this can clearly be illustrated by the following instances: Ive got a bad back; I go back to work tomorrow; dont forget to back up your work clearly the meaning of back is very different in each case and depends on the other words that appear with it; a literal translation of back would only be appropriate in the first case.

Newmark (1988: 213) claims that a key issue in translation is to find a suitable collocation; indeed if meaning is largely collocational as Sinclair suggests, then in a very real sense one can argue that translation is little else. Hatim and Mason (1990: 204) also see collocation as one of the translators major problems, since source language interference can easily lead to an unnatural collocation in the target language. For example, in Vietnamese economics texts m¹nh as an adjective (literally strong) frequently collocates with words for increase, decrease and growth (t¨ng m¹nh, gi¶m m¹nh) whereas its literal translation equivalent in English (strong rise, strong fall, strong growth), while transparent, are not such natural collocants, and their use would sound foreign. Indeed, evidence suggests that only the third of these occurs at all frequently, while sharp and steep are more frequent collocants for rise and fall. This is an example of what Howarth (1998) describes as overlapping collocations, predicted by analogy but blocked by usage. It is not at all obvious why t¨ng m¹nh and gi¶m m¹nh are acceptable in Vietnamese, while in English the literal translation is acceptable in one case (strong growth) but definitely not in another (strong fall). In the absence of convincing explanation, perhaps at conceptual metaphorical level, this difference in usage has to be seen as essentially arbitrary, and needs to be learnt specially. It is worth noting that Howarth claims that academic social science writing is a register containing many conventional collocations.
I.4. Other aspects of economic discourse

There have been many studies of different aspects of economics discourse in recent years, several of which are published in Dudley-Evans and Henderson (1990) and Henderson, Dudley-Evans and Backhouse (1993). The first of these has a strong ESP focus and several of the papers discuss difficulties encountered by non-L1 students caused by specific features of economics discourse. The first three chapters of this collection all discuss aspects of non-literalness in economics discourse, which is seen as making its understanding less transparent, especially for non-L1 students. In her contribution, Mary Manson provides a very detailed etymological analysis of a short extract from the most widely read of all introductory economics principles texts (usually known simply as “Samuelson”). She brings to light the overwhelming abstractness in the language used, especially in terms of nominalisation, metaphor, personification and the use of passive verb forms. The prevalence of nominalisation is also seen as a key characteristic and discussed in great detail by Bahtia (1993, ch.6) in the context of academic discourse in general. Hewings, also in Dudley-Evans and Henderson (1990), state that economics is a subject that many students find difficult to read and argues that one of the reasons for this is the way economics discourse, unlike hard sciences such as physics, moves back and forth between real and hypothetical worlds in setting out its models. In so far as this non-literalness of economics language is the result of metaphor, it seems curious to argue that it makes it more difficult for the student to understand, metaphors are supposed to facilitate and enhance understanding, not hinder it. 

In contrastive studies of economics discourse, most writers have focused on aspects of rhetorical structure, while metaphor and lexis have tended to be overlooked. Mauranen (1993) argues that certain features of academic discourse are specific to the genre in question while others are driven by culture. She finds that Finnish economists writing in English use less metatext than their Anglo-American counterparts, with the result that their texts tend to be less well signposted and demand a greater degree of inference on the part of the reader. 

Discourse domains like economics are constantly developing new metaphors (Charteris-Black, 1997). Due to the preponderance of the English language in published academic work, new metaphors often appear in English first and are then copied or adapted in Vietnamese. Sometimes an initial rendering will involve simply borrowing the expression in English: common examples include “dealers”; “buy back”, “swap” and “crash”. Curiously, such borrowed items often become established even when there would seem to be perfectly acceptable equivalents available in Vietnamese. Perhaps the borrowing of relatively new English economic terms carries some sort of prestige with it, although the misuse of such terms can render them somewhat absurd. It would be interesting to research the extent to which this type of borrowing varies between languages. 

Historically the development of economic theory, almost entirely Anglo-Saxon and largely Anglo-American, has provided the framework of models through which economic phenomena/stories are interpreted. Many, if not most, of the economics textbook used in non-English speaking countries are translations of English originals (Moreno, 1997), and this has had a powerful influence in causing similar conceptual metaphors to become established across languages, However, the Sapir-Whorf hypothesis would suggest that not all metaphors use is universal, so the following questions need to be answered:

1. To what extent are the conceptual metaphors used in economics discourse the same across languages?

2. To what extent are the same conceptual metaphors rendered lexically by equivalent expressions?

3. Where the same metaphors are used across languages to what extent do their use-frequencies vary?

Chapter II: Some analyses of metaphorical lexis and collocation in English and Vietnamese economics discourse.

The study involved analysing economics texts in English and Vietnamese for their use of metaphor to express notions of increase and decrease. Different conceptual metaphors and their lexical realisations were identified, listed and analysed for frequency of occurrence. Two text types were used for this: the central bank policy review and financial reports in business newspapers. As expected, the range of metaphor used in the latter was considerably broader than in the former. This was true in both languages. 

The corpus used for the study consisted of original texts in English and Vietnamese chosen from central bank inflation bulletins and financial newspaper stock market reports. The reason for choosing these particular text sources were dictated by the need to ensure a very close equivalence between the text types in the two languages, in terms of content and register. Although it would have been easy to find texts in English and Vietnamese on many topics in economics, it would have been difficult to ensure such close comparability. Secondly, the two text types chosen stand out for their frequent use of lexis to express notions of increase and decrease. 

The English texts used were minutes of the meetings of the Monetary Policy Committee of the Bank of England, downloaded in “portable document” (pdf) format from the Bank of England’s internet site, and stock market reports taken from the Internet postings of BBC (London), the Financial Times and CNN from 1st August 2006 to the last week of December 2006. The corresponding Vietnamese texts used were Monthly Bulletins published by the State Bank of Vietnam “Ng©n hµng Nhµ n­íc”, also downloaded from the internet, and stock market reports over the same period published by the two leading financial daily newspapers in Vietnam (Thêi b¸o Kinh tÕ ViÖt Nam and DiÔn ®µn Doanh nghiÖp).

II.1. Analysis of Central Bank reports 

The fact that the Minutes of the Bank of England Monetary Policy Committee Meetings (MPC), as well as the business reports published by the State Bank of Vietnam were obtained in electronic form, enabled part of the lexical analysis to be carried out by computer. The analytical procedure was as follows.

Each report was printed in hard copy, and expressions of increase and decrease were highlighted. This was used in the next stage to do a computer search in the corresponding electronic version for occurrences of each lexeme. Thus, for example, the string “increa” was searched for, in order to turn up all occurrences of “increase”, “increasing”, “increases” and “increased”. The results of this analysis are presented in Tables 3 and 4, below. 

Table 3a: Expressions of increase, Bank of England Monetary Policy Committee (Corpus size: 7,000 words approximately)

	Lexis
	Metaphor
	No occurrences
	% of total

	increase,-es,-ed,-ing
	NM*
	64
	28

	rise, -es, -ing, rose, risen
	U
	59
	26

	other: up, high, above
	U
	17
	7.4

	grow, -ing, grew, grown, growth
	ORG
	85
	37.3

	fast, -er

wide, -r, -en
	SP
	3
	1.3

	
	Totals
	228
	100


Source: Bank of England Monetary Policy Committee meetings, October and November 2006
Table 3b: Expression of increase, Ng©n hµng Nhµ n­íc - State Bank of Vietnam (Corpus size: 7,000 words approximately)

	Lexis
	Metaphor
	No occurrences
	% of total

	Gia t¨ng
	NM
	3
	1.4

	T¨ng lªn, ®ang t¨ng, ®· t¨ng, míi t¨ng
	U
	130
	61

	Lo¹i kh¸c: lªn, cao, trªn
	U
	62
	29.1

	T¨ng tr­ëng, sù t¨ng tr­ëng
	ORG
	10
	4.7

	Nhanh, nhanh h¬n, réng, më réng, réng h¬n


	SP
	8
	3.8

	
	Totals
	213
	100


Source: Ng©n hµng Nhµ n­íc - State Bank of Vietnam Quarterly Reports, August to December 2006
The one result that most stands out in this analysis is the overwhelming predominance of a very narrow range of lexis. In the English texts 75% of all lexis to express notions of increase are accounted for by the words deriving from “increase” itself along with “rise” and “grow”. A similar pattern is seen in the Vietnamese texts, where again over 70% of all notions of increase are lexicalised through just one lexeme. Compared to the English texts, the Vietnamese one show a clear preference for lexis deriving from the equivalent to the “grow” lexeme (t¨ng), which alone account for over 65% of all occurrences in the texts analysed. 

Table 4 provides the same analysis for expression of decrease.

Table 4a. Expression of decrease, Bank of England

(Corpus size: 7,000 words approximately)

	Lexis
	Metaphor
	N0 of occurences
	% of total

	decrease
	NM*
	0
	0

	reduce, reduction
	NM
	8
	7.4

	fall, -ing, fell, fallen
	D
	44
	40.7

	lower
	D
	16
	14.8

	down
	D
	33
	30.6

	slow, -er
	SP
	2
	1.9

	other: narrow, below
	
	5
	4.6

	
	Totals
	108
	100


Source: Bank of England Monetary Policy Committee meetings, October and November 2006

Table 4b. Expression of decrease, Ng©n hµng Nhµ n­íc - State Bank of Vietnam (Corpus size: 7,000 words approximately)

	Lexis
	Metaphor
	N0 of occurrences
	% of total

	Gi¶m, gi¶m xuèng
	NM
	19
	54.4

	Suy gi¶m, sù suy gi¶m
	NM
	0
	0

	R¬i xuèng, tôt xuèng, sôt gi¶m
	D
	1
	2.8

	ThÊp h¬n
	D
	11
	31.4

	D­íi
	D
	2
	5.7

	ChËm, chËm h¬n
	SP
	2
	5.7

	
	
	
	

	
	Totals
	35
	100


Source: Ng©n hµng Nhµ n­íc - State Bank of Vietnam Quarterly Reports, August to December 2006

Here again there are some very striking concentrations of lexical choice, with between 40 and 50% of all expressions of decrease in the English texts being rendered by words deriving from “fall”. The Vietnamese texts show relatively greater dispersion in their choice of lexis, although between 50 and 57% of all occurrences are accounted for by lexis deriving from just one source (gi¶m)

As regards conceptual metaphor use, in all the texts analysed notions of increase and decrease are overwhelmingly lexicalised in one of just three ways: in terms of growth, movement up or down, or else non-metaphorically. The growth metaphor is lexicalised through (grow, growth) as well as (expand, expansion). The metaphor of movement up and down uses the widest variety of lexical renderings. The non-metaphorical expression of decrease (words deriving from “decrease” and “reduce” itself) occurs less frequently than the non-metaphorical rendering of increase (“increase” itself). As can be seen in Table 5 which summarises the occurrences of conceptual metaphor use in the texts analysed, a clear preference can be seen in the English texts for rendering “decrease” in terms of movement down, and this is paralleled in the Vietnamese texts which split 60 – 40 between non-metaphorical renderings and movement down. In Vietnamese expression of “increase”, a preference for viewing the economy as an organism (growth) is reflected in the 4.7% of occurrences realised in this way, as compared to 37% in the English texts. It is interesting to note that in both languages the notion of “increase” appears to be lexicalised in a non-metaphorical way significantly more often than the notion of “decrease” in the English texts, nearly four times as often. Assuming this is not just a coincidence that would disappear in a larger corpus, an explanation could be sought either at the lexical level (e.g. fewer non-metaphorical lexemes available for “decrease”), or at the conceptual level (e.g. fewer metaphorical associations with increase than with decrease). The two types of explanation need not be mutually exclusive. 

Table 5: Summary of Conceptual Metaphor Use

	Conceptual metaphor
	Increase
	Decrease

	
	English
	Vietnamese
	English


	Vietnamese 

	
	%
	%
	%
	%

	Non-metaphorical
	28
	1.4
	7.4
	54.4

	Up/down
	26
	61
	86.1
	45.6

	Organism
	37.3
	4.7
	0
	0

	Speed
	1.3
	3.8
	1.9
	5.7

	Other
	7.4
	29.1
	4.6
	0

	Totals
	100
	100
	100
	100


Source: Tables 3 and 4

In terms of the classification provided by Deignan, Gabrys and Solska (1997) illustrated in Table 2 above, the overall comparison of central bank reports suggests the overwhelming presence of Type 1 metaphorical matching: same conceptual metaphors and equivalent lexical realizations. Differences occur in frequency of use. 

II.2. Analysis of newspaper reports 

The turmoil on world stock market that happened during the period from August to December 2006, gave rise to some equally dramatic and vivid reporting in the specialist financial press. In an orgy of mixed metaphors The Economic Times spoke of wildly gyrating share prices, as stock markets ups and downs around the world was not a cause for worry from the market plunge, and the market is showing a lot of resilience. The Financial Times spoke of a sign of robust confidence in the financial market, while CNN reported strong gains with the Dow Jones index which show that world stock markets are soaring. Table 6 below imposes one possible structure on this; there could, of course be others, as the conceptual metaphors a reader invokes from the lexis may vary from person to person. This is particularly so with lexis of wide-ranging usage such as “fall”, which clearly can invoke many other situations than falling down a mountainside. 

Table 6: Metaphor use in stock market reports: English

(Corpus size: approximately 7000 words)
	Conceptual metaphor

(1)

N0 of occurrences, (Percentages)
	Conceptual metaphor

(2)

N0 of occurrences, (Percentages)
	Lexis

N0 of occurrences = 1, or as indicated in brackets

	Economy as organism

32 (29.4%)
	Fight/conflict/violence

16 (14.7%)
	trigger (3)

hit (7) – cut – beat – under pressure (3)

	
	Health/medicine

11 (10.1%)
	healthy (3) – recovery (3) – suffer – weak (4)

	
	Psychological mood

5 (4.6%)
	pessimism (1) – optimism (2) – tension (2)

	Movement up or down

70 (64.2%)
	Vessel/ocean

10 (9.2%)
	buoyant – current

dip below  – surge (2)

anchor – dive  – plunge (3)

	
	Mountainside

22 (20.2%)
	tumble 

fall (12)

climb (4) – slide (2)

steep (3)

	
	Flying

35 (32.1%)
	rise(12)

fall (12) – climb (4) – rock bottom

drop (5)

	
	other

3 (2.7%)
	bounce back  –  jump (2)

	Disaster

7 (6.4%)
	weather

2 (1.8%)
	blow (2)

	
	other

5 (4.6%)
	burst (bubble) (3)

volatility (2)


Sources: News reports published in BBC, CNN and Financial Times websites August 1st – December 28th 2006

The first observation to be made from this table is that while most of the underlying conceptual metaphors are the same (economy as an organism, economy as an object moving up and down), almost none of the lexis used to describe the stock market crash are used in the central bank inflation reports, despite the fact that both text types belong to the same semantic field, and each of them reports on increases and decreases in economic variables (prices). Likewise, the most commonly used lexis in the central bank reports (growth, rise, fall, increase) has only a very minor presence in the stock market reporting. There is also no non-metaphorical expression of increase or decrease. 

Table 6 shows that the conceptual metaphors can be classified on two levels. The economy as an organism has the sub-categories health/medicine, fight/conflict/violence, and psychological mood. Similarly, the economy conceptualised as moving up and down graph lines is subdivided into metaphors that invoke the ocean, mountainsides and flying as well as a further sub-category left as miscellaneous. The third top-level metaphor used to describe the stock market crash, sees the events in terms of disaster and make use of lexis arising from different types of disaster such as earthquakes, nuclear catastrophe and severe weather conditions. The frequencies of occurrence of the different metaphors are shown in the first two columns of the table, in absolute and percentage terms. Thus, lexis interpreted in terms of the economy as an organism occurred 32 times, representing 29.4% of the total. Within this category, the second column indicates that there were 16 occurrences of lexis interpreted as invoking concepts of conflict or violence, or 14.7% of the total. The third column indicates the frequency of individual lexis, where this was more than a single occurrence. These figures are analysed in greater detail below in a comparison with the corresponding Vietnamese data. 

Turning now to Vietnamese financial press reports of the stock market written in Vietnamese, one again finds a wide variety of quite dramatic language used. Markets are described as bubble burst (ph¸t triÓn bong bãng) and there are references to booms (bïng næ), collapse (sôp ®æ), exaggeration (thæi phång). In an interesting blend of metonymy and mixed metaphor, the bubble burst of the stock market is described as the fever (®ît sèt nãng). 

Table 7 provides a classification of the lexis used in the Vietnamese financial press. The same conceptual metaphor framework can be imposed on the lexis as in Table 6, which implies that metaphorical matching is limited to Type 1 and Type 2 situations under the Deignan, Gabrys and Solska (1997) classification. Type 1 matching is distinguished in columns 3 and 4 of the table by the use of italics. Thus the lexis “ dÊu hái cña thÞ tr­êng” occurs in the Vietnamese language reporting and is matched by an occurrence of its literal translation equivalent “question of the market” does not occur in the English texts analysed. Of course, this does not mean that the equivalent English expression could not occur. In fact, of the non-italicised Vietnamese expression whose English equivalent did not occur in the texts analysed it is difficult to find an example that one could not imagine occurring in English. Thus, for example, it would be perfectly reasonable to read of “victims” of the stock market crash being “trapped” in “uncertainty”; the fact that such expressions did not occur in the sample of texts actually analysed does not in itself say very much about whether, or how often, and in what circumstances such expressions do in fact occur. To make any significant statement would require undertaking a frequency analysis of a much larger corpus.

Table 7: Metaphor use in stock market reports: Vietnamese

(Corpus size: approximately 7000 words)

	Conceptual metaphor

(1) N0 of occurrences (Percentages)
	Conceptual metaphor

(2) N0 of occurrences, (Percentages)
	Lexis

N0 of occurrences = 1, or as indicated in brackets
	English translation*

	Economy as organism

19 (10.6%)
	Fight/conflict/violence

3 (1.7%)
	rít sµn

t¸c ®éng t©m lý

c¨ng th¼ng
	off the floor

mental effect

tension

	
	Health/medicine

2 (1.1%)
	hiÖu øng lan truyÒn t©m lý

håi phôc
	mental domino effect

recovery

	
	Psychological mood

14 (7.8%)
	h­ng phÊn (2)

hoan hØ

¶o t­ëng

tØnh t¸o

l¹c quan (5)

høng khëi

lo ng¹i (2)

lo l¾ng
	delight

joy

illusion

caution

optimism

happiness

nervousness

anxiety

	Movement up or down

149 (82.7%)
	Vessel/ocean

4 (2.2%)
	míi næi

®¸y

lµn sãng (2)
	floating

bottom

wave

	
	Mountainside

13 (7.2
	xuèng (5)

®i xuèng (1)

cao ngÊt ng­ëng (1)

thÊp (6)
	fall to

go downwards

very highon the low

	
	Flying

13 (7.2%)
	kÞch trÇn (8)

th¨ng b»ng

v­ît qua (4)
	reach a ceiling

balance

climb over

	
	other

119 (66.1%)
	t¨ng (105)

gi¶m (14)
	rise

drop

	Disaster

27 (15%)
	weather

3 (1.7%)
	s¸ng sña

µo ¹t

å ¹t
	wreak havoc

cause damage

storm

	
	earthquake

1 (0.6%)
	c¬n ®Þa chÊn


	earthquake

	
	nuclear disaster
	
	

	
	other

8 (4.4%)
	bïng næ (5)

sôp ®æ

ph¸ vì

æn ®Þnh
	burst (bubble)

collapse

breakcollapse

stability


Sources: Stock market reports in the Vietnamese financial newspapers August 1st to December 28th 2006. * Translations based on English – Vietnamese Dictionary (Institute of Social and Human Sciences). Use of italics indicates Type 1 matching observed.

 Table 7 shows that the Vietnamese financial press also made use of a wide range of metaphor in describing the stock market changes, conceptualising the events in very much the same way as the English language texts. Frequency differences can seen particularly at the second level of metaphor (Tables 6 and 7, column 2), such as the absence of metaphors invoking nuclear disaster and the relative paucity of maritime metaphors in the Vietnamese reports. Another interesting difference is in the high frequency of the less opaque metaphorical lexis that is most frequent in the central bank reports. Unlike their English language counterparts which virtually abandon more transparent, easily processed lexis such as rise, increase, decrease, the Vietnamese financial press continues to make wide use of this. 

Figures 1a and 1b make comparison of metaphor between the two languages, based on Tables 6 and 7. 

Figure 1a: Conceptual Metaphor
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Figure 1b: Conceptual Metaphor


[image: image2.emf]0

20

40

60

80

100

120

Confi/ViolenceHealthPsych moodMaritimeMountainsideFlyingOther up/downWeatherEarthquakeNuclearOther disaster

English

Vietnamese

Conceptual metaphor

It can be clearly be seen that the two languages distribute their “level 1” metaphor use in a nearly similar way indeed (Figure 1a), with the Vietnamese reports using slightly more disaster-related and movement up or down lexis than their English counterparts, and slightly less lexis conceptualising the stock market as an organism. At this level, the figures are striking for their similarity. At “level 2”, greater variation is seen (Figure 1b), most notably the almost total absence of maritime metaphors in the Vietnamese reports (just 4 occurrences) whereas these account for 9.2% of the metaphors used in the English texts – and considerably less use of health – related lexis in the Vietnamese texts (1.1% as against 10.1% in English)

II.3 The importance of collocation

An awareness of patterns of metaphor use in economics texts and how languages differ in this regard to be complemented by knowledge of how these metaphors are used: in other words their collocational range. It is not enough simply to know that English texts mostly use lexis deriving from “fall” to express decrease, without knowing that modifiers tend to be used with this. Accordingly, the final stage of the study involved returning to the central bank reports to analyse the collocation patterns in expressions of increase and decrease. Tables 8 and 9 give the results of this. In each case the increase-decrease lexis occurring in noun form is shown on the top row of the table and the occurring collocants in the left-hand column, labelled A. The column labelled B indicates the number of occurrences of each noun, and the column labelled C shows the number of different collocants observed for each one. Thus, cao occurs 14 times (column B) and collocates with 2 different verbs (column C), namely t¨ng and n©ng. In Table 9 the final column, marked D, give the most likely English translation or transfer for each Vietnamese collocant. The bottom two rows give the number of occurrences of each noun and its percentage share of the total. Thus, t¨ng occurred 128 times, representing 73.1% of all occurrences of the nouns expressing notions of increase shown in the top row. 
Table 8: Collocation patterns in Ng©n hµng Nhµ n­íc ViÖt Nam and Economic Reports

(Corpus size: 7000 words approximately)

	A

Lexis

Collocation
	Increase
	Decrease
	B

N0 of occurences
	C

N0 of collocants
	D

Most likely transfer or translation

	
	t¨ng
	n©ng
	gia t¨ng
	t¨ng tr­ëng
	gi¶m
	sôt gi¶m
	h¹
	
	
	

	None
	104
	5
	3
	10
	17
	2
	
	141
	
	

	v­ît tréi
	2
	
	
	
	
	
	
	2
	1
	over

	gÊp n lÇn
	6
	
	
	
	
	
	
	6
	1
	n times

	m¹nh
	4
	
	
	
	1
	
	
	5
	2
	strongly

	cao 
	7
	7
	
	
	
	
	
	14
	2
	highly

	thªm
	3
	
	
	
	
	
	
	3
	1
	more

	nhÑ
	2
	
	
	
	
	
	
	2
	1
	slightly

	tèt nhÊt
	
	
	
	1
	
	
	
	1
	1
	best

	nhiÒu
	
	
	
	
	1
	
	
	1
	1
	much

	Totals
	128
	12
	3
	11
	19
	2
	0
	175
	
	

	%
	73.1
	6.9
	1.7
	6.3
	10.9
	1.1
	0
	100
	
	


Table 9: Collocation patterns in Bank of England Monetary Policy Committee Reports

(Corpus size: 7000 words approximately)

	A
	Increase
	Decrease
	B

N0 of occurences
	C

Total N0 of collocants

	
	increase
	growth
	rise
	decrease
	fall
	reduction
	
	

	None
	13
	10
	18
	
	8
	1
	50
	-

	Nominalisation
	7
	46
	3
	
	
	
	56
	2

	sharp
	
	
	1
	
	
	
	1
	1

	healthy
	
	1
	
	
	
	
	1
	1

	rapid
	1
	2
	
	
	
	
	3
	2

	larger
	1
	
	
	
	
	
	1
	1

	firm
	
	3
	
	
	
	
	3
	1

	further
	3
	
	4
	
	1
	
	8
	3

	strong
	1
	2
	
	
	
	
	3
	2

	recent
	1
	
	
	
	1
	
	2
	2

	significant
	
	
	
	
	1
	
	1
	1

	immediate
	1
	
	1
	
	
	
	2
	2

	planned
	1
	
	
	
	
	
	1
	1

	highest
	
	1
	
	
	
	
	1
	1

	expected
	
	
	1
	
	
	
	1
	1

	continuing
	
	
	
	
	1
	
	1
	1

	modest
	
	
	
	
	
	1
	1
	1

	slower
	
	1
	
	
	
	
	1
	1

	robust
	
	1
	
	
	
	
	1
	1

	annual
	
	1
	
	
	
	
	1
	1

	Totals 
	29
	68
	28
	0
	12
	2
	139
	

	%
	20.9
	48.9
	20.1
	0
	8.7
	1.4
	100
	


A single comparison is enough to indicate the importance of collocational differences: as can be seen in Table 8, in Vietnamese expressions with “cao” (literally “highly”) commonly collocate with several of the key increase and decrease lexis (t¨ng, n©ng…), Table 9 shows that it would be incorrect (marked) to translate/transfer this collocation into English using the prototypical equivalents (strong fall, strong rise), as “strong” only collocates with “growth” and “increase” in the texts analysed. In English a more likely collocation would use the modifiers “sharp” or “large” (large rise, sharp increase). A similar discrepancy exists with the Vietnamese “cao”, has no occurrences in collocations with expressions of decrease in the texts analysed. Indeed, as the final column of Table 8 shows, apart from “strong” which in English collocates only with “growth”, the most obvious English translations (prototypical equivalents) for the Vietnamese collocations hardly occur at all in the English texts. Hence, there is a need for the ESP student, the translator and the professional economist working in L2 English to complement knowledge of metaphor use with an awareness of collocational range. 

Table 9 also reveals an important difference between English and Vietnamese collocation patterns which is due essentially to structural differences between the two languages: namely, nominalisation. As mentioned in the literature review, Bahtia (1993) identifies the use of nominalisation as a key feature of professional and academic discourse in English: something that is impossible in Vietnamese. Table 9 shows that in the documents analysed nominalisations occur mainly with “growth”, where they account for 48.9% of all collocations, but also to some extent with “increase”. Table 10 gives a breakdown of the nominalisation patterns observed. It is worth noting that one of the nominalisations itself involves a nominalisation: “August rate”. This is an example of how nominalisations can eventually turn into compound nouns. 

Table 10: Patterns of nominalisation in Bank of England MPCs

(Corpus size: 7000 words approximately)

	Nominalisation with
	increase
	growth
	rise

	earnings
	
	2
	

	demand
	
	2
	

	M4
	
	1
	

	lending
	
	1
	

	GDP
	
	12
	

	output
	
	1
	

	August rate
	
	
	1

	25 basis point
	1
	
	1

	VAT
	1
	
	

	broad money, credit, sales
	
	1 each
	

	Totals
	2
	22
	2

	
	
	
	


Source: Table 9, and Bank of England Monetary Policy Committee Reports

A clear preference for nominalised expressions such as “GDP growth” and “earnings growth”, rather than the alternative of “growth of GDP” or “growth in earnings” can be seen. It is perhaps surprising that nominalisations do not seem to occur with other increase/decrease lexis. 

Chapter III: Discussion on the findings and some implications for L2 readers and writers of economics

III.1. Discussion on the role of culture in metaphor

III.1.1. Conceptual metaphor and cultural models
The research on metaphor can be traced back to the time of ancient Greece. More than two thousand years ago, Aristotle wrote down the first definition of metaphor in his works, which opened formal studies of metaphor. He believed that the function of the metaphor was primarily decorative and ornamental. In the traditional view, metaphor is a matter of special language, which is called a figure of speech. As a result, for hundreds of years, most metaphor studies focused on a rhetorical perspective. However, the 20th century has witnessed a great boom of the study in metaphor: the view of metaphor changed from purely figurative device to a matter of thought itself. Lakoff (1986) points out that metaphor is not just a way of naming, but also a way of thinking and it is “a figure of thought”. Nowadays, the interest and study in metaphor have expanded to cover a broad range of areas, including metaphor’s structure, mechanism, function, effect, and cognitive nature, which are associated with the fields of linguistics, anthropology, philosophy, psychology, education, sciences, as well as literary criticism and rhetoric.

As language is a part of culture, the cross-cultural study of metaphor is one of the most interesting fields to linguistic researchers. Culture is an abstract concept, according to one of the most classic definitions of culture provided by Edward Burnett Tylor in his Primitive Culture, “Culture... is that complex whole which includes knowledge, belief, art morals, law, custom, and any other capabilities and habits acquired by man as a member of society” (Smith, 2001: 3). Culture covers a huge range of areas and many fields still need to be explored, including metaphor. On the other hand, as a significant part in foreign language teaching and learning, metaphor has attracted the interest of a number of applied linguists. They have explored pedagogical aspects of metaphor awareness and figurative expressions for language learners. Low (1988) argues that metaphoric competence should be developed in language learners. Deignan also (1997) considers that metaphoric competence consists of metaphor awareness, and strategies for comprehending and creating metaphors.

Although scholars have done a large amount of research studies in both fields of metaphor and culture, most of these studies drew their conclusions only based on English data. Whether the results are the same for other languages remains unknown. Therefore, it is necessary to carry out more research work focused on cross-cultural aspects of metaphor. It is necessary to examine some important points in both fields of metaphor and culture. The main questions that will be discussed are: what is the role of culture in metaphor? What is the cross-cultural variation in metaphor? Are the results the same for other languages such as Vietnamese? With respect to metaphor, the focus will be on conceptual metaphor, because it provides a good approach to discuss different metaphorical expressions based on human concepts and experience. On the other hand, in the cross-linguistic comparison we compare two languages, English and Vietnamese, to show the evidence of cross-cultural variation. It is hoped that the result will be significant, for these two languages belong to two different language groups and are likely to involve different cultural ideas and assumptions.

It is really a difficult task to make a definition for culture; as Williams (1976) indicates that culture is one of the most complicated words in the English language and it has come to be used for important concepts in several distinct intellectual disciplines and in several distinct systems of thought. Over the years, there have been numerous definitions of culture provided by a number of people from various perspectives. Kroeber and Kluckhohn (1963) collected an astonishing number of definitions of culture from popular and academic sources. As in the record of The New Encyclopaedia Britannica (1985: 16, 925), the 164 definitions of culture include “learned behavior”, “ideas in the mind”, “a logical construct”, “a statistical fiction”, “a psychic defense mechanism”. In recent years, the definition of culture that is preferred by many anthropologists is that culture is “an abstraction from behavior”. Generally, culture consists of a variety of things, including language, ideas, beliefs, customs, codes, institutions, tools, techniques and works of art. Cultural models are a great variety of human institutions that are the projections of conventional understandings of reality set in time and space, for all to experience as artifacts of a community’s life (Shore, 1996). For example, public models may be created to describe palpable entities, such as houses, pottery, tools, paintings, songs, dances and types of clothing which are all in the category of “material culture” in the world. On the other hand, some impalpable cultural models, like conventional styles of movement and speech, exist in the minds of people. In that case, culture can be defined as an extensive collection of different models that exist both as public artifacts in the world, and as cognitive constructs in the mind of members of a community.

With respect to the field of metaphor, those cultural models in the minds of people need to be emphasized. According to conceptual metaphor theory, metaphor has a tight relationship with thought and the human conceptual system. Consider conventional models, they are stocked in our minds and shared with members in the same community. For example, the custom of removing a hat when say hello in western countries. These models exist in a certain social environment, as opposed to personal models, which is named “idiosyncratic models”. As an important part of culture, most conventional models are passed on over time through the generations. In addition, image schemas that relate to culture are used widely in conceptual metaphor. Image schemas are schematic images, such as trajectories or long, thin shapes, or containers (Lakoff, 1987). Johnson (1987) considers them as “structures for organizing our experience and comprehension”. Most image schemas are derived from somatic experience, such as up-down schemas, center-periphery schemas and container schemas.

III.1.2. The Role of Culture in Metaphor

As a start, the focus will be on the discussion of the question: what role culture plays in metaphor? In order to make it clear, two kinds of metaphors which are structural metaphors and orientational metaphors will be examined respectively. In structural metaphors, one concept can structure another concept, while in orientational metaphors a whole system of concepts is used to build another concept (Lakoff & Johnson, 1980).

Many researchers hold the opinion that culture plays a major role in metaphor. As Lakoff & Johnson (1980) claim, most metaphors, including structural metaphors and  orientational metaphors, are grounded in systematic correlations within our daily experience. Human experience consists of a large range of conventional models.

These models are essential elements, which construct a conceptual system in the human minds. According to conceptual theory, metaphors are able to reflect the ideas in a human conceptual system; so various cultural models are shown in a great number of metaphors.

In the conceptual metaphor “Argument is war”, war is the source domain and knowledge is the target domain. What is the mapping or correspondence between these two different domains? According to most people’s basic experience, the general concepts of war and argument might include: war is physical fighting with a purpose to win, and argument refers to verbal fighting about different ideas. In that case, the knowledge of fighting might be the connection of mapping between two domains. In fact, a certain cultural model decides this kind of knowledge. In other words, in a culture where an argument is never viewed as a war, the conceptual metaphor “Argument is war” may never exist.

The situation of orientational metaphors is much more complicated and distinctive than structural metaphors. For instance, virtue is up (ibid) is a complex metaphor, which is based on basic metaphor “Good is up”. Social views, such as a social moral standard, might be the basis of this conceptual metaphor. Imagine in a culture that virtue is considered as something wicked and evil, this conceptual metaphor might turn into another version“Virtue is down”. With respect to metaphorical expressions, the literal meanings of words and expressions differ widely in their contexts. For example, in the west, dog is a faithful animal associated with many positive qualities. However, in certain contexts, the figurative use of the word “dog” does not reflect these qualities, and it may be used to describe negative items in Vietnam. Thus, it seems that metaphorical expressions not always correspond with metaphorical concepts.

III.1.3. Cross-cultural Variations

The area of cross-cultural variation in metaphor has raised great interest among metaphor researchers. A number of studies are based on the comparison of different metaphorical concepts and expressions in cultures, as well as in different languages. Boers (2003) indicates that there are three types of cross-cultural variation in metaphor usage:

(1) Differences with regard to the particular source-target mappings that have become conventional in the given cultures;

(2) Differences with regard to value judgments associated with the source or target domains shared mappings;

(3) Differences with regard to the degree of pervasiveness of metaphor as such, as compared with other (rhetorical) figures.

Of three types, the first type of variation is the most obvious and common one in metaphors. The research findings suggest that in different cultures, metaphor may have different source domains that map onto a same target domain. Many complex conceptual metaphors reflect the various cultural models in that way. For example, life is a journey. Many metaphorical expressions derived from this conceptual metaphor involve different types of vehicles, such as trains, ships, cars and so on (Boers, 2003). In different cultures, different transport vehicles play different roles in people’s lives and minds. For instance, ships and coaches are important vehicles in western countries, especially in the last few centuries. As a result, it is obvious that a large number of metaphorical expressions relate to the ship and coach in western languages. In Vietnam, however, since cart is the most common vehicle in everyday life, one would expect to find more metaphors related to the cart. The second group of variation refers to “connotations” and “institution” in a certain culture. These aspects are particularly important for foreign language learners, because they lack the knowledge of particular cultural backgrounds. Foreign language learners may find it difficulty to understand the implied meanings underlying special metaphors, and need further explanations. The best example is the study of metaphorical idioms and proverbs in a foreign language. Different value systems may account for this variation, because metaphorical concepts can be coherent with fundamental values of the culture (Su, 2000). 

In the third type of cross-cultural variation, Boers (2003) argues that in different languages there are different preferences of using different figures of speech, such as metonymy. The supporting evidence is found in the comparative study of Malay and English by Charteris-Black (2003). The result shows that compared with English, Malay tends to use more metonymic expressions about speaking.

III.1.4. Evidence of Vietnamese Metaphorical Concepts and Expressions

The image schemas of animals are used widely in metaphors. In people’s minds, these image schemas are used to show what animals are like in terms of the understanding of human characteristics. Here are some examples provided by Lakoff and Turner (1989: 194): 

(1) Pigs are dirty, messy, and rude.

(2) Lions are courageous and noble.

(3) Foxes are clever.

(4) Dogs are loyal, dependable, and dependent.

(5) Wolves are cruel and murderous.

Let us focus on “lion”, as in the classic example: “Achilles is a lion” in western literature. It is clear that in this metaphorical expression the characteristic of courage is the link between Achilles and a lion. In fact, this metaphor is based on “a conventional understanding of a certain behavior of a lion in terms of the courageous behavior of a human” (Lakoff & Turner, 1989). The connection lies in the presumed similarity of the characteristic shared by humans and animals. What about the situation in Vietnamese? In fact, most Vietnamese people can understand and use similar metaphors, since people in Vietnam and western countries have a similar image schema and a similar general idea about a lion. In that case, English and Vietnamese could be said to share the same metaphorical concepts. However, this classic metaphor is not richly manifested in Vietnamese. In other words, although the sentence “Achilles is a lion” is acceptable to most Vietnamese people, it is not a typical expression in Vietnamese. According to traditional Vietnamese culture, the image schema of a tiger is much better to symbolize the characteristic of courage compared with a lion. This can be demonstrated by the fact that there are numerous metaphorical expressions about tigers in Vietnamese. For example, “Gan rång mËt hæ”, which means the gall-bladder (which means courage) of a tiger and the liver of a dragon. This understanding is rooted in the conventional model in Vietnamese culture. This example falls into the first type of the cross-cultural variation. The image domains, which are used to make mappings between animals and humans, differ with respect to particular cultures. To be more specific, it shows different preferences of selecting domains in  conceptual metaphors under different cultures.

Another example of animal metaphor is the schemas of dragon and phoenix. In Vietnamese culture, dragon and phoenix are two royal animals, which symbolize king and queen. The images of dragon and phoenix are deeply rooted in many aspects of Vietnamese culture,  although two sorts of animals do not exist in the real world. Even nowadays, many parents in Vietnam hope that their sons will become dragons, and their daughters will become phoenixes in the future, and the equivalent common metaphorical expression is “Long phông”. However, in western culture, a dragon is an image of a monster. In traditional western culture, a dragon is a large fierce imaginary animal with wings and a long tail, and fire comes out of its mouth. A phoenix is also an imaginary bird that sets fire to itself every 500 years and was born again, rising from its ashes. Thus, such Vietnamese metaphorical expressions about dragons and phoenixes would be unacceptable to western culture. This difference reflects the different value systems in Vietnamese culture and western culture. This example can be seen as evidence of the second type of cross-cultural variation. In addition, research into emotion metaphors also shows cross-cultural variation in metaphor. The results of the research reveal that many human emotions, such as anger, happiness, and love, are expressed through conceptual  metaphors. Conceptual metaphors also help the conceptualization of human emotions (Kovecses, 1986; Lakoff, 1987; Ungerer & Schmid, 1996).

Consider ANGER and its metaphors as an example. Anger is one of the basic human emotions. Generally, when someone feels angry, various bodily symptoms will appear. With the typical physiological effects like increased body heat, people have a feeling of heat. Lakoff and Kovecses (1987) find that “heat” emphasized “in the folk theory of physiological effects” becomes the basis of the general conceptual metaphor: Anger is heat. They also find that Americans have other general conceptual metaphors in their conceptual systems, such as “The body is a container for the emotion”. Their research discovers there are possibly two versions of “Anger is a heated substance” metaphor. The first version “Anger is a heated fluid in a container” is applied to fluid; as regards solid, the version turns into “Anger is fire”. These two metaphors can be recognized as central conceptual metaphors developing many metaphorical expressions. According to conceptual metaphor theory, “A heated fluid in a container” is the source domain and “Anger” is the target domain. As a structural metaphor, there are basic correspondences or mappings between the source and target domains. Two types of correspondences, ontological and epistemic, connect the source and target domain. “Ontological correspondences” deal with the entities in the source domain and target domain; “Epistemic correspondences” are related to the knowledge of the two domains

(Lakoff, 1987). These central conceptual metaphors are reflected in the everyday language in English in the forms of a great number of various expressions, such as “You make my blood boil”, “He was bursting with anger”, and “He is just blowing off steam”. All involve entailments, which are additional mappings. With knowledge and experience of source domain and target domain, entailment develops the central conceptual metaphor into great details.

Generally, people share the same basic experience, especially the physical experience. The basic experience becomes the foundation of basic conceptual metaphors. In this example, the same basic conceptual metaphor “Anger is heat” is found in both languages. However, when the metaphorical concepts are more specific, the variation of conceptual metaphors appears clearly. Also in this example, the theories of yin-yang and five elements of Vietnamese medicine are the epitome of the traditional Vietnamese culture. These traditional theories have influenced Vietnamese language, and metaphorical expressions are reflected the influence of Vietnamese culture.
III.2. Discussion on metaphor, metonymy and the binding of metaphor and metonymy
Conceptual integration also known as "blending" or "mental binding" is a basic mental operation whose uniform structural and dynamic properties apply over many areas of thought and action, including metaphor and metonymy. (Analyses of conceptual integration are given in Coulson 1996 and 1997, Fauconnier & Turner 1994, 1996)
Contemporary accounts of metaphor and analogy have focused on structure-mapping from a source (or base) onto a target. Such mappings can exploit existing common schematic structure between domains, or project new structure from the source onto the target. The work on conceptual blending has shown that in addition to such mappings, there are dynamic integration processes which build up new "blended" mental spaces. Such spaces develop emergent structure which is elaborated in the on-line construction of meaning and serves as an important locus of cognitive activity. "If Clinton were the Titanic, . . ." 

"If Clinton were the Titanic, the iceberg would sink" is a striking conceptual blend that circulated inside the Washington, D.C. Beltway during February, 1998, when the movie "Titanic" was popular and President Clinton seemed to be surviving political damage from another alleged sexual scandal. The blend has two input mental spaces - one with the Titanic and the other with President Clinton. There is a partial cross-space mapping between these inputs: Clinton is the counterpart of the Titanic and the scandal is the counterpart of the iceberg. There is a blended space in which Clinton is the Titanic and the scandal is the iceberg. This blend takes much of its organizing frame structure from the Titanic input space - it has a voyage by a ship toward a destination and it has the ship's running into something enormous in the water - but it takes crucial causal structure and event shape structure from the Clinton scenario - Clinton is not ruined but instead survives. There is a generic space that has structure taken to apply to both inputs: one entity that is involved in an activity and is motivated by some purpose encounters another entity that poses an extreme threat to that activity. In the generic space, the outcome of that encounter is not specified. 

The cross-space mapping between the inputs is metaphoric, with the Titanic scenario as source and the Clinton scenario as target, but the blend has causal and event shape structure that do not come from the source, indeed are contrary to the source and in some cases impossible for the source, and the central inference of the metaphor cannot be projected from the source. If Clinton is the Titanic and the scandal is the iceberg and we project inferences from the source, then Clinton must lose the presidency. But the contrary inference is the one that is constructed: Clinton will overcome any political difficulty. The blend has emergent structure: in the blend, the Titanic is unsinkable after all, and it is possible for ice to sink, not merely to be submerged. 

The source does not provide these inferences to the blend, but neither are they copied into it from the target. In the original target space with Clinton and the scandal, the relative status of the elements and even the nature of their interaction is far from clear. In that target, Clinton merely seems to be surviving the scandal. But these elements take on much sharper and more extreme status in the blend: the scandal-iceberg is the greatest conceivable threat, something that "sinks" even the "unsinkable," and the Clinton-Titanic survives even this greatest conceivable threat. The extreme superiority of Clinton as a force and the extreme status of the scandal as a threat are constructed in the blend, as is their predictive inference that Clinton will survive. This structure, which is not available from the source or the target, is constructed in the blend and projected to the target to reframe it and give it new and clearer inferences. 

Further inferencing is possible if we know that the threat to Clinton comes principally from special prosecutor Kenneth Starr's use of the scandal to investigate whether Clinton is guilty of perjury and subornation to perjury. In that case, not only the scandal but also Starr can be projected to the iceberg in the blend. Originally, the antagonism between Clinton and the special prosecutor is understood as asymmetric: the President is at risk, not the special prosecutor. In fact, this asymmetry yields a strong match between the original source and target - just as the iceberg can sink the Titanic but not the other way around, so Starr can ruin Clinton but not conversely. (Technically, the President can fire the special prosecutor, and Nixon did fire a special prosecutor, but firing in this special case is tantamount to beatification.) Accordingly, models that view metaphor or analogy as the retrieval of two concepts and the location of the "strongest" match between them must stop with the inference that Clinton is doomed. But in this case, the sinking of the iceberg by the Titanic emphasizes the ferocious attack on Starr by Clinton and his allies, featuring Hilary Clinton's accustion that Starr is part of of a "vast right-wing conspiracy" "trying to overturn the results of two elections." In the blend, but in neither the source nor the target as originally framed, the contest is symmetric. Starr can be ruined, and he will be ruined. You thought that special prosecutors, like icebergs, were unsinkable, but not so. This reframing, constructed in the blend, is projected to the target. The emergence of meaning and inference in blended spaces was overlooked as a theoretical issue in earlier work on basic metaphor, probably because the focus on abstract mappings at the superordinate level obscured some of the principles of on-line construction of meaning in actual, specific cases. It is uncontroversial that cases like the Clinton-Titanic example involve the basic metaphor PURPOSEFUL ACTIVITY IS TRAVELING ALONG A PATH TOWARD A DESTINATION - the traveler projects to the agent, reaching the destination projects to achieving the goal, and so on, as analyzed in Lakoff and Turner (1989), Lakoff (1993), and Turner (1996b). But that metaphor cannot by itself yield the complex inferences outlined above. It is in the blended space that we construct and run the complex counterfactual scenario in which the Titanic sinks the iceberg, and it is that scenario which projects to the input of politics and society to provide the appropriate inferences regarding Clinton, Starr, and the effect of the scandal. This scenario is newsworthy by virtue of what actually happened to the Titanic, and by virtue of the connections from the blend to the current political situation. It would not have been newsworthy before April 14, 1912, given the expectation that "The Wonder Ship," double-bottomed and able to float with as many as four of its sixteen compartments flooded, could not be sunk. 

Actually, it is possible to unearth in even the most studied of basic metaphors blending and its interaction with metaphor and metonymy. George Lakoff and Zoltán Kovecses provide an impressive analysis of metaphoric understandings of anger in Women, Fire, and Dangerous Things (1987). This analysis reveals the required mapping between folk models of heat and folk models of anger. In this mapping, a heated container maps to an angry individual, heat maps to anger, smoke/steam (a sign of heat) maps to signs of anger, explosion maps to extreme, uncontrolled, anger. This is reflected in conventional vocabulary: He was steaming. She was filled with anger. I had reached the boiling point. I was fuming. He exploded. I blew my top. 
Lakoff and Kovecses also note the important basis for this metaphor in the folk theory of physiological effects of anger: increased body heat, blood pressure, agitation, redness in face. The metonymy linking emotions to their physiological effects allows expressions like the following to refer to anger: He gets hot under the collar. She was red with anger. I almost burst a blood vessel. 
The metaphor and the metonymy define the following kinds of correspondences: 

	SOURCE 



	TARGET 





	"physical events"
container
heat
steam
explode 

boiling point 
	"emotions"
person
anger
sign of anger
show extreme anger 

highest degree of emotion 
	"physiology"
person
body heat
perspiration, redness
acute shaking, loss of physiological control


The metaphor can be elaborated in various ways: 

God, he was so mad I could see the smoke coming out of his ears. 

The ears are now mapped onto an orifice of the container in the source. Notice that in this example, and also in the more conventional ones like He exploded, the description of the emotion is presented as a physiological reaction of the individual. Something is happening to his body, e.g. smoke coming out of the ears. But the content of this physiological reaction is not obtained through the metonymy in the target. It comes from the source (physical events pertaining to heated containers - smoke coming out, explosion, etc.). 

The phrase the smoke coming out of his ears does not describe anything directly in the source (where smoke comes out of kettles on fire) or in the target (where people's physiology does not include internal combustion). There is selective projection from both inputs, leading to a novel frame in the blend: although there are no ears in the source domain and no smoke in the target domain, the organizing frame of the blend has both and they interact. 

In the conceptual integration network model, Lakoff and Kovecses' important observation about the correlation of the physiological reactions with the source domain of heat and fire can be reflected theoretically. "Explosion" cannot be a physiological reaction in the source (where there is no physiology) or in the target (where there is in fact not much heat), but it can in the blend, where a body can explode from anger. 

In the blended space, we find the people and their emotions projected from a target input space; we find the corresponding physiological reactions projected either from the source Input of physical heat, explosion, and boiling, or from the target Input of the body physiology linked to the emotions. 

The following set of correspondences holds:

	SOURCE


	BLEND


	TARGET



	Input Space 1
"physical events" 

container
orifice
heat
steam
explode 

boiling point 
	Blended Space 


person/container
ears/orifice
heat/anger
steam/smoke
explode

boiling/highest degree of emotion 
	Input Space 2
"emotions" 

person
ears
anger
sign of anger
show extreme anger 

highest degree of emotion 
	Input Space 3
"physiology" 

person

body heat
perspiration, redness
acute shaking, loss of physiological control


If the Blend stood by itself, it could not be interpreted in the real world because anger does not produce smoke or explosion. But in the network model, the Blend remains linked to the Inputs. A sentence like He was so mad I could see the smoke coming out of his ears is directly identifying the blend, but inferences in the blend--e.g. smoke is a sign of great anger - are projected back to the Target Input Spaces--he was extremely angry and was showing physiological signs of it. (What these signs actually were is irrelevant). Of course, the structure of the Blend itself is highly dependent on the conventional metaphorical mapping of heat to anger. 

In addition, we find an explanation for the actual grammatical structure of the sentences with mixed vocabulary, like He exploded, I could see the smoke coming out of his ears. This analysis explains why the sentence evokes an integrated scene unavailable in either source or target; it applies directly to the Blend. It provides a frame (seeing somebody in an abnormal and dangerous state, with corresponding emotions, etc.) not available in the source or target. 

Next, the blend can have a life of its own, not fully determined by the inputs. So, we can say, with some hyperbole: 

"God, was he ever mad. I could see the smoke coming out of his ears--I thought his hat would catch fire!" 

It is easy to see how this works: in the blend, the hat on fire is a sign of even greater heat, hence even greater anger, emotions, etc. But there is no counterpart for the hat in the source: the elaboration is in the blend, where the frame of somebody on fire is used (not the boiling kettle anymore), and the existing mapping operates towards the source (greater heat) and towards the target (greater anger, but also greater loss of control, greater social danger, etc.) 

The Lakoff/Kovecses analysis underscores the essential role of physiological reaction metonymies in the formation of the metaphorical system for emotions. The metonymic correspondences are in the target--body heat, redness, etc. That maps directly onto the blend, in the sense that in the blend (but not in the target), the physiological reactions are smoke, explosion, etc. This is done by mapping hot (in the target, for people, with a certain physiology) to hot in the source (for containers with quite different physical properties), and then from source to blend, where the new set of physiological reactions is constructed. 

The interaction of metaphor, metonymy, and binding is particularly evident in the canonical representation of "death" as "the Grim Reaper," a sinister, skeleton-like character holding a scythe and wearing a cowl (see Turner & Fauconnier 1995). The Grim Reaper arises by blending many spaces: (1) a space with individual human dying; (2) a space with an abstract pattern of causal tautology in which an event of a certain kind is caused by an abstract causal element: e.g., Death causes dying, Sleep causes sleeping, Smell causes smell, Sloth causes laziness, and so on; (3) a space containing a prototypical human killer; and (4) a space with reapers in the scenario of harvest. 

This complex blend allows non-counterparts to be combined by virtue of metonymic connections in the inputs. Reapers and skeletons are not counterparts in the cross-space mapping. But Death as a cause is metonymically associated with skeleton as an effect. In the blend, the killer-reaper is combined with the skeleton in a way that fits the frame in the blend (people have skeletons). Similarly, Death in the input space of human dying is metonymically associated with priests: priests are stereotypically present at an event of death, and their institution is concerned with death and afterlife. Reapers and priests are not metaphoric counterparts. In the blend, the attire of The Grim Reaper can be the attire of a monk: the metonymy between death and priests in the input is projected to a part-whole relation in the blend. The cowl, for example, pulled over the head of The Grim Reaper at once evokes both religious connotations of death and the impression of Death as mysterious, unknown, solitary, and set apart from norms of human society. In Fauconnier and Turner (in pressb), we offer evidence for the following competing optimality principles on integration networks: 

Integration: 

The blend must constitute a tightly integrated scene that can be manipulated as a unit. More generally, every space in the network should have integration. (Example: a ship hitting something and sinking it is a well-integrated scene, although in this case it is somewhat fantastic for somebody who knows that icebergs cannot sink.) 

Web: 

Manipulating the blend as a unit must maintain the web of appropriate connections to the input spaces easily and without additional surveillance or computation. (Example: as the Titanic blend gets elaborated, the connections to the inputs are not altered; compare with "If Clinton were the Titanic, the Titanic would be the iceberg.") 

Unpacking: 
It is optimal for the blend alone to allow reconstruction of the inputs, the cross-space mapping, the generic space, and the network of connections between all these spaces (Example: "I could see the smoke coming out of his ears. He exploded with anger." The literal meaning is impossible, which makes it easy to assign "smoke" and "explode" to the HEAT input, and "he" and "anger" to the EMOTIONS input.) 

Topology: 

For any input space and any element in that space projected into the blend, it is optimal for the relations of the element in the blend to match the relations of its counterpart. (Example: The Titanic's hitting the iceberg in the TITANIC input matches the Titanic's hitting the iceberg in the blend. The strength and buoyancy of Clinton versus Starr in the POLITICS input matches the strength and buoyancy of the Titanic versus the iceberg in the blend.) 

Good reason: 

All things being equal, if an element appears in the blend, there will be pressure to find significance for this element. Significance will include relevant links to other spaces and relevant functions in running the blend. (Example: Once the anger-heat blend is launched, we are unlikely to interpret "He was smoking" as purely incidental information about his use of tobacco at the moment.) 

Metonymy projection constraint: 

When an element is projected from an input to the blend and a second element from that input is projected because of its metonymic link to the first, shorten the metonymic distance between them in the blend. (Example: the skeleton becomes the bodily form of The Grim Reaper.) 

We saw above that blending can combine non-counterpart elements from a single input, such as Death, the cowl of the priest, and the skeleton of the person who has died. The metonymic distance is large between abstract death as the general cause of all deaths and the cowl worn by a certain kind of participant in a ritual associated with particular deaths. But in the blend, the metonymic connection is direct: the cowl is the attire of Death. Similarly, the skeleton after decomposition of the body is a distant product of death. But in the blend the skeleton is actually a body part of Death. The fact that metonymy is preserved in such cases can be viewed as a consequence of Topology. The metonymy projection constraint additionally specifies that metonymies get tighter under projection. 

Satisfying the metonymic projection constraint is not a matter of blindly projecting metonymic links. The internal integration of the blend provides opportunities for some acceptable metonymies but not for others. Since Death is an active person in the blend, and active persons are known to have skeletons (although they are not normally visible), the part-whole metonymy skeleton-body becomes available as the counterpart of the distant metonymy in the input. Tightening metonymies under projection typically optimizes Integration in the blend, since it helps build a tighter and more easily manipulated unit. 

Now consider some additional cases that show how metonymy projection operates. Take the example of a cartoon representing a powerful newspaper company about to succeed in a hostile takeover of a weaker automobile company that will be eliminated by selling off its assets. The cartoon shows a giant printing press smashing a car. This is a metaphorical blend: input one has the stronger and weaker objects; input two has the contest between companies. The cross-space mapping is the basic metaphor that maps stronger objects destroying weaker objects to winning and losing. The strong heavy object is mapped onto the powerful newspaper company; the weaker object is mapped onto the weaker automobile company. But in the blend, we find the printing press as the strong heavy object and the car as the weak object. This is an efficient exploitation of internal connections: the printing press is a salient instrument of producing newspapers, and cars are the salient products of automobile companies. In the input, the printing press is not an instrument of destruction, but it has a force-dynamic function associated with crushing which can be associated with a car-smashing machine of the sort used in recycling automobiles. In the blend, the printing press is fused with both the company and the car-smashing machine. 

What is going on here? The blend must achieve three goals. First, given that the cartoon is a visual representation, the blend must be concrete and specific. Second, it must fit the frame of stronger and weaker object. Third, these objects in the blend must be properly connected to the companies in input two. The companies in input two, being abstract, cannot in themselves provide the corresponding concrete elements in the blend. The weaker and stronger objects in input one are concrete but not specific, and so cannot in themselves provide the corresponding specific elements in the blend. But we can exploit internal connections in the inputs to make the elements in the blend adequate. The printing press and the car are concrete, specific objects associated with the companies that can also be fit into the frame of the stronger object destroying the weaker object. They fit this frame in part because the printing press intrinsically has force-dynamic structure capable of destruction and in part because we are familiar with car-smashing machines. In the blend, two elements are simultaneously (1) two concrete, specific objects; (2) a stronger object destroying a weaker object; and (3) two companies. 

Clearly, such a blend is creative. Not just any connections will do. There has to be a search for elements that simultaneously satisfy a number of constraints. The printing press and car have topology in the blend (the press crushes and the car is crushed) that their counterparts in Input 2 do not have (the press is an instrument of making newspapers and the car is a salient product of the automobile company). Additionally, the printing press and car in Input 2 have no counterparts in Input 1. Interestingly, the elements that did not project their input-topology (printing press and car) end up being the only objects in the blend. The cartoon of the printing press smashing the car is remarkable because it is a case where Integration and Topology are maximized by recruiting special internal connections in Input 2. Because the topologies of strong and weak object on the one hand and competing companies on the other will match only at a very abstract level, we find that in addition to the companies, objects closely connected to them are projected to the blend in a way that closely matches and elaborates the Input 1 topology of strong and weak objects. 

This example emphasizes that conceptual projection is a dynamic process that cannot be adequately represented by a static drawing. Once the conceptual projection is achieved, it may look as if the printing press has always corresponded to the stronger object and the car to the weaker. But in the cross-space mapping, the printing press and the car play no role; they have no counterparts in Input 1. Rather, the cross-space counterparts are stronger object and newspaper company, weaker object and automobile company. Under metonymy projection from Input 2, the printing press in the blend becomes the counterpart of the stronger object in Input 1, and the car in the blend becomes the counterpart of the weaker object in Input 1. 

This example also shows that identity is metonymy of zero distance. The metonymic relation in Input 2 between company and commercial product is transformed into identity in the blend, where the printing press is identically both a printing press and the newspaper company to which it is metonymically related as an instrument (in one of the inputs). 

Suppose the cartoon now contains the newspaper magnate operating the printing press to smash the car, which is being driven by the car magnate. Here the blend structure becomes elaborate through the recruitment to the blend of an additional adversaries-with-instruments frame in which adversaries fight with opposing instruments, and in which the winning adversary has the superior instrument. Now the printing press and car in Input 2 have counterparts in the adversaries-with-instruments frame: in input 2, the printing press is a symbol of a capacity for productivity that is an instrument of corporate competition, and the car is a product that is an instrument of corporate competition; these instruments in Input 2 are the counterparts of the instruments in the adversaries-with-instruments frame. Now, the topology of opposing instruments in the blend matches the topology of opposing instruments in the adversaries-with-instruments frame. This frame has the useful property of aligning superiority of instrument with superiority of adversary. In this case, we see that exploiting special internal connections in Input 2 makes it possible to recruit a frame that makes Topology much stronger in the blend structure. 

Our last extended example is a literary example, Dante's celebrated portrayal of Bertran de Born in the Inferno, canto 28, lines 139-142. While living, Bertran had instigated strife between the King of England and the King's son and heir, tearing father and son apart. When seen in hell, Bertran consists, spectacularly, of two parts: a headless body and its separate head. The body carries its head in its hand, lifting the head manually to talk to Dante as he passes by on his journey through hell. Bertran cites his punishment as the appropriate analogue of his sin: 

Because I parted people so joined,
I carry my brain, alas, separated
from its root, which is in this trunk.
Thus is to be seen in me the retribution.

This is an impossible blending, in which a talking human being has an unnaturally divided body. There are many parts to the development of this blend. 

First, there is a conventional metaphoric understanding: dividing people socially is understood metaphorically as dividing a joined physical object. This metaphoric projection is not at all novel. We can say conventionally that a homewrecker has "come between" a married couple by creating "distance" between them. "Till death do us part" is not a vow to hold hands; "what God has joined together, let no man put asunder" does not mean that husband and wife are surgically sutured. We can speak of the breaking of a business bond, of a bond of belief, of a bond of loyalty, of a bond of trust. None of this inherently involves the specific information of dividing a head from a body. 

In this conventional metaphor, proximity, junction, and separation are projected to an abstract generic space that applies to any number of specific targets, including targets concerned with social and psychological relations. 

But in Dante's portrayal of Bertran de Born, the generic space is fleshed out to create a blended space. Dante's blended space takes, from the target, the specific sin and sinner, and, from the source, the source counterpart of the sin - the separation of a joined physical object. In the blended space, the source counterpart of the sin is visited upon the target sinner as punishment. We can derive a sense of justice in this situation by recognizing figural retribution: the sinner has his own sin visited upon him not literally but figurally; the projection to the sin is traced backward to its source, and this source analogue of the sin is visited upon the sinner. The specific information from the source - physical separation of a joined physical object - is applied impossibly to the target human being in a blended space. The blended space contains something impossible for both source and target: a talking and reasoning human being who carries his detached but articulate head in his hand like a lantern. 

In the case of the portrayal of Bertran de Born, the power and even the existence of central inferences of the projection come not from the source space and not from the target space but only from the blended space. This portrayal is often quoted out of context as an example of the kind of horrible punishment found in the Inferno - many more people are familiar with this portrayal than have read the Inferno. Those familiar with the passage (out of context) typically take it as signifying not merely badness, but badness of a specific description: unnatural, ghastly, violent, destructive of a worthy whole. The bodily division is taken as a sign of profound and specific wrong. A sophisticated reader of this passage in its context may have already concluded that Bertran has sinned, given that he is in hell, and that Bertran has sinned in a particular way, given his location in hell. But even such a reader may derive all the central inferences from the portrayal itself. It is possible to know an abstract definition of a sin while having only the thinnest corresponding conception. 

Where are these central inferences constructed? Let us consider the background metaphoric projection. In the source space, there may be nothing wrong with separating a joined physical object, like a nut. In the target space, there may be nothing wrong with setting two people against each other, or, more specifically, in setting son against father (perhaps the father is an evil infidel warrior, for example). The background metaphoric projection does not necessarily carry the inference that division is wrong - "breaking up" can be good. Many readers, informed of the relevant history, would not even agree that Bertran de Born's actions were sinful, much less treacherous. But we all know there is something ghastly and horribly wrong about a decapitated human body that operates as if it were alive. We see the amazing spectacle of Bertran carrying his detached head, and read this division as symbolizing something unnatural, ghastly, violent, inappropriately destructive. The inference is established in the blended space before Bertran de Born begins to tell his story to Dante in hell - which is to say, before we are told the history of the target space. 

As we have seen before in metaphor-metonymy interactions, the blend can combine non-counterparts, provided the appropriate metonymic connnections are in place. In the metaphoric cross-space mapping, the divided object in the source is the counterpart of the "divided" father and son in the target, not of Bertran de Born in the target. In the target, Bertran de Born is the sinner, the agent of the dividing, not the victim of the dividing. But Bertran de Born is, in the target, metonymically associated with the divided father and son as the cause of their division. He is projected to the blend as the sinner and the agent of the dividing, but he is also combined there with the divided object itself. It is not that the blend could not have made use of the correspondence between the divided physical object and the father-son. A different blend might have shown de Born pushing father and son apart and suffering some horrible punishment as he does so. But instead, the blend combines the divided physical object with de Born. The blend has exploited metonymies to create a combination of non-counterparts to provide a blended scene that signifies appropriate retribution.
III.3. Discussion on the findings of the analysis


If one assumes that L1 – L2 transfer is most likely to occur using literal translations and cognate forms, where they exist, then the opportunities for producing a “non-standard” or marked text are numerous. 

This paper started out by putting forward the hypothesis that economics texts in Vietnamese use narrower range of metaphor and lexis to express increase and decrease than their English counterparts. However, the results do not seem to give much support to this. As can be seen in Table 3, 4, 6 and 7 the number of lexical alternatives used to express increase and decrease is nearly similar between the two languages. In fact, the evidence of collocation patterns (Table 8 and 9) suggests the possibility of greater variety of choices available in Vietnamese. 

This has obviously been a very small-scale study. Any inference drawn from so limited a corpus needs to be treated as highly provisional and essentially as suggestive of starting points for future research on a larger scale. As an initial step in this direction, the collocation results reported in Tables 8 and 9 above were compared with a similar collocation analysis applied to a 12 million word corpus from The Economist newspaper. The results are shown below in Table 11.
Table 11: Collocation Patterns in Cobuild “Bank of English” sub corpus of The Economist (Number of occurrences)

	
	Increase
	Decrease

	
	increase
	growth
	rise
	decrease
	fall
	reduction

	twelve-month
	0
	0
	0
	0
	0
	0

	sharp
	25
	1
	92
	0
	57
	6

	small
	7
	0
	11
	0
	3
	1

	rapid
	11
	101
	16
	0
	0
	2

	large
	7
	0
	2
	0
	3
	1

	estimated
	1
	0
	0
	0
	0
	0

	monthly
	13
	0
	7
	0
	3
	0

	further
	7
	6
	10
	0
	11
	4

	strong
	1
	38
	1
	0
	0
	0

	recent
	3
	17
	24
	0
	19
	0

	recorded
	0
	2
	0
	0
	2
	0

	immediate
	0
	0
	2
	0
	0
	1

	faster
	2
	56
	2
	0
	0
	0

	accompanying
	0
	0
	1
	0
	0
	0

	one-off
	1
	0
	0
	0
	1
	3

	slight
	4
	0
	3
	0
	49
	1

	unexpected
	1
	2
	4
	0
	2
	0

	monetary
	0
	79
	0
	0
	0
	0

	continuing
	1
	7
	5
	0
	5
	0

	serious
	0
	0
	0
	0
	0
	1

	modest
	11
	10
	6
	0
	2
	1

	slower
	0
	39
	0
	0
	0
	0

	overall
	4
	10
	1
	0
	4
	1

	robust
	0
	8
	1
	0
	0
	0

	weakening
	0
	0
	0
	0
	0
	0

	annualised
	0
	5
	0
	0
	0
	0

	sustained
	1
	12
	4
	0
	1
	2

	Totals
	93
	393
	192
	0
	162
	24

	%
	13.7
	58
	28.3
	0
	87
	13


Source: Cobuild “Bank of English” sub-corpus The Economist

This results lead to the following conclusions: 

a) Lexis related to speed (rapid, faster, slower) overwhelmingly collocates with “growth”. This confirms the findings of the smaller-scale study of Bank of England reports (Table 9). A conceptual explanation perhaps can be found in the idea of “organic” growth as an ongoing process, which can take place at different rates. Notions of “increase” and “rise” possibly do not have such strong connotations of process, although this is not ruled out, as collocations of “rapid” with “increase” and “rise” prove. Moreover, it is notable that no speed-related lexis appears to collocate with “fall”, “decrease” or “reduction”. Conceptually this may be due to the fact that the concept of “fall” (by far the most common lexis for expressing notions of decrease) can neither be fast nor slow, but accelerates at a steady rate under the force of gravity. 

b) By far the most frequent collocation with “increase”, “rise” and “fall” is the adjective “sharp”. This is a considerably stronger result than that seen in the Bank of England study, where alternatives such as “large” and “small” were equally frequent. In the larger corpus, “sharp” stands out clearly as the preferred collocant especially with “rise” and “fall”. This difference could be due to the larger corpus, and hence a more reliable result. On the other hand, it might be due to the fact that the Cobuild “Bank of English” sub-corpus is less specialised than Central Bank corpus. Further research would be needed to clarify this. 

c) The adjectives “strong”, along with its less frequent alternative “robust”, only show significant collocation with “growth”. This confirms the findings in the small-scale Bank of England corpus (Table 9). 

d) The bottom two rows of Table 11 shows the total number of occurrences of each lexeme in noun form, and the corresponding percentages. Thus, the lexical item “rise” occurred 192 times as a noun in the Cobuild “Bank of English” sub-corpus, representing 28% of the total occurrences of the total occurrences of the three items searched for. These figures can be compared with the corresponding rows of Table 9. The percentage figures for lexis expressing notions of “increase” in the two samples both reveal the dominance of “growth”, while the distribution of lexis expressing notions of “decrease” is virtually identical in the two corpuses. 

In general, the larger corpus seems to confirm or harden the tentative findings of the small-scale study. As the 12 million word corpus covers the whole field of economics and related current affairs topics, rather than the single text type represented by the central bank report, this general confirmation of the collocation patterns would suggest that the central bank reports could be considered representative of economics as a whole. 

Unfortunately, no similar large corpus was available for Vietnamese economics texts. 

III.4. Implications for L2 readers and writers of economics
While academic economists are obliged to publish in English to further their careers, most economics students do not become academics, and their need to write papers in English is perhaps slight. However, the fact that an overwhelming proportion of journal articles are published in English means that virtually all university students of economics will need to read economics texts in English at some point. For L2 readers, this study would suggest that the high proportion of similarities in conceptual metaphor use between the two languages are elements to be positively exploited. The fact that largely the same semantic links are made in the two languages should facilitate reading comprehension, while the different lexical realisations and collocation patterns ought not to cause the reader problems. 

For both L2 writers and readers of economics, the results of the study call for the need for awareness of the metaphorical nature of the subject, as well as the ways in which conceptual metaphors are realised in English and Vietnamese. For L2 writers and translators this needs to be extended to an awareness of the most common collocational patterns in the two languages as well as how they differ. Awareness raising activities could be introduced into university economics courses for this purpose. 
Besides what has been stated above, collocation appears quite often in economics contexts. However, learning collocation is very difficult because it is such a wide subject that few can claim to really know it. Therefore, L2 learners have to know wich collocations are useful to them. It is certain that learners will have to study the standard and most frequently appearing collocation. In addition, L2 learners should seek to identify the differences between the source language and the target language as well as cultural bias. Comparison between the source language and the target language  should assist learners not only use collocations in the target language but also in the source language and vice versa.
part III.  Conclusion
Economics discourse because of its nature is expressed in a relatively different way from regular discourse. In this type of discourse, metaphor plays an important role in makingit easier to understand. Meanings may be realised by word choice that differs from what is in some sense typical. Moreover, differences between languages in terms of what conceptual metaphors are used , how they are realised lexically and their frequency of usage, can cause translators and L2 writers to produce texts that seem marked. In other words, writers working across languages need to have detailed knowledge of metaphor use in the relevant language. From that point, the writer of this thesis has made some attempts to analyse such difficulties in economics discourse. 
The findings of the research indicate that the conceptual metaphors used to express increase and decrease are largely the same between the two languages, but there are frequency differences in their lexical realisations. When the financial newspapers are compared with the Central Bank reports, as expected, in both languages one sees dramatic increase in the range of lexis used, but in general staying within the same conceptual metaphor categories as before. More striking differences are found in the two languages are in general not translation equivalents of one another. 
I. Concluding remarks
There are three conclusions from this study that are potentially significant for the professional economist, student or translator working across English and Vietnamese. 
- Although the conceptual metaphors used in the two languages are largely the same, their frequencies of usage differ.

- Their lexical realisations are often not literal translation equivalents of each other. 
- Another conclusion is that there are significant collocational differences between the two languages. 

II. Issues not addressed in the thesis

Further research in this field should extend the analysis of metaphor into a wider range of economics genres, such as the textbook, research articles, and publications such as The Economist. A second line of extension could investigate metaphor use in other languages, both closely related (Chinese compared to Vietnamese, for example) and more distant (Arabic), and this could be further extended into the economics of “non-western” cultures, especially in countries whose importance on the world stage is expected to grow, such as China, or where deep-rooted differences in belief systems can put global harmony in jeopardy. A third interesting line to pursue would be an investigation into the historical development of metaphor use in economics writings through times. Dudley-Evans and Henderson (1990) report on a genre-based study of how academic article introductions have changed between 1890 and 1980, which they argue reveals a lot about how the “culture of economics” has changed over time. Following a Swalesian genre based approach, their explanation for the changes identified relates to changes in the purpose and intended readership of the academic economics article during the past century, and particularly since 1960. A study of lexical change over the same period would be an interesting complement to this genre based study. 

Finally, the role of metaphor in forming and underpinning economic ideology, mentioned above (Section I.2), is an area that does not appear to have been explored at all. It would be interesting not only to do a more thorough investigation into how the mechanical metaphor has sustained free-market ideology, but also to ask whether competing economic paradigms (non-market, corporatist, welfare state) use a different set of metaphors
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